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Abstract. Stencil computations are array based algorithms that apply a computation to all array elements in a fixed regular pattern and can be found in many scientific and engineering applications. Parallelization of these applications becomes more and more important in order to keep up with the demand for computing power. FPGAs offer a lot of computing power but are considered hard to program. In this paper, a design methodology based on transformations of higher-order functions is introduced to facilitate this parallelization process. Using this methodology, efficient FPGA hardware is derived achieving good performance. Two architectures for heat flow computations are synthesized for an FPGA and evaluated. To show the general applicability of the design methodology, several applications have been implemented.
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Introduction

Stencil computations are array based algorithms where a function is applied to all elements in that array using neighbouring elements as well. These computations are largely independent of each other and are executed in a regular pattern. This allows them to be parallelized for parallel hardware like FPGAs. Stencil computations are used in many applications: FIR filtering, 1D convolution, 1D heat flow and convolution, and heat flow and cellular automata in 2D.

In this paper, we introduce a design methodology for deriving hardware for stencil computations. The methodology is based on rewriting higher-order functions (functions taking functions as argument) specifically for stencil computations. All transformations are therefore performed in the same language. The main contributions of this paper are two transformation steps to implement stencil computations on FPGAs. The first step allows the designer to make a tradeoff between execution time and area usage while the second step covers the implementation of actual hardware. As shown in Figure 1, the methodology starts with a single higher-order function (HOF) for stencil computations. Using the first transformation, computations are distributed over space and time (S and T). Then, a second transformation is applied to derive hardware which can be simulated cycle accurately and implemented on an FPGA using CλaSH.

As opposed to most of the related work, we propose a more formal approach based on deriving hardware from one higher-order function using transformations. The work presented in this paper applies the transformation-based design methodology of [1] to problems with overlapping data patterns. The description of the hardware architecture, derived using this methodology, is a function representing a Mealy machine. The simulation of this Mealy machine is cycle accurate. The hardware resulting from this methodology is very similar to
the related work in both structure and performance. However, the design methodology for deriving these architectures contains no imperative concepts like for-loops.

The rest of this paper is structured as follows. In Section 1, some background information is given on stencil computations and hardware design using a functional language. The design methodology is introduced in Section 2 while simulation and hardware results are given in Section 3. In Section 4, the results from the methodology are put in perspective by considering other implementations of stencil computation algorithms. Finally, in Section 5 conclusions are drawn and possible directions for future work are discussed.

1. Background

1.1. Stencil Computations

Stencil computations are common in signal processing and high-performance computing and use a fixed pattern of computation. Applications include filtering and numerical computations like computational fluid dynamics. A function, the kernel, is applied to every point in the domain with overlap by using surrounding elements. Since values are used for several computations, locality is very important. A lot of communication overhead can be prevented by keeping the data close to the stencil operation. Equation 1 and 3 show a formal definition of stencil computations.

\[ Y_i = f([X_{i-M} \ldots X_i \ldots X_{i+M}]) \]  

(1)

As shown in Equation 1 the stencil computation function \( f \) is given for a range of values from \( X \). Since an additional \( M \) elements before and after \( X_i \) are supplied to \( f \), the width of the whole window is \( 2M + 1 \) elements. An example of a sliding window function is the moving average filter, often used to filter out noise. This filter determines the average value of a number of subsequent values. Equation 2 shows an average filter for 5 values.

\[ Y_i = f([X_{i-2}, X_{i-1}, X_i, X_{i+1}, X_{i+2}]) = \frac{1}{5} \sum_{n=-2}^{2} X_{i+n} \]  

(2)

Similarly, for 2D stencil computations the window has dimensions \( (2M + 1) \times (2N + 1) \) as can be seen in Equation 3.

\[ Y_{i,j} = f \left( \begin{bmatrix} X_{i-M,j+N} & \cdots & X_{i+M,j+N} \\ \vdots & \vdots & \vdots \\ X_{i-M,j-N} & \cdots & X_{i+M,j-N} \end{bmatrix} \right) \]  

(3)
1.2. Hardware Design using CλaSH

In order to create actual hardware, we use the language CλaSH [2]. CλaSH is based on the functional language Haskell [3] which allows for easy, cycle accurate, simulation of digital hardware. CλaSH is a subset of Haskell, therefore, every CλaSH description is also a valid Haskell program. After simulation, the CλaSH compiler translates the description of the circuit to the hardware description language VHDL. This VHDL code can be synthesized for FPGA using industry standard tooling. A lot of advanced features from Haskell can also be used in the CλaSH description. Examples are polymorphism, higher-order functions, pattern matching and type derivation. Higher-order functions in particular are a powerful abstraction since they allow for reasoning about structure and parallelism of the hardware.

Every circuit in CλaSH is expressed as a Mealy machine, a formalism to describe the behavior of digital circuits. A Mealy machine describes the change of state and output during every clock cycle. Therefore, every output and new state is a function of the input combined with the current state. Listing 1 shows a simple example, a multiply accumulate (MAC). First, the name of the function to be defined is given (\textit{mac}) followed by the current state (s) and the inputs (a, b). These are arguments of the function \textit{mac} and separated by spaces instead of commas. The result consists of the new state \(s'\) and the output \(\textit{out}\). Finally, all calculations are performed without any state changes, in the \textit{where} clause (i.e., combinatorially). Figure 2 shows the hardware corresponding to the code of Listing 1.

\begin{verbatim}
Listing 1 Multiply Accumulate example in CλaSH.

mac s (a, b) = (s', out)
where
    s' = s + a * b
    out = s'
\end{verbatim}

![Figure 2. Multiply Accumulate structure.](image)

As mentioned before, CλaSH supports higher-order functions, which are very useful to describe structure and parallelism. There are several ways to look at higher-order functions: a computational perspective and a structural one. The computational view is usually covered in teaching functional programming by considering the evaluation using recursion. A structural perspective, however, is much more applicable to hardware design with regular patterns [4,5]. Higher-order functions express the dependencies between components on the FPGA without time (referentially transparent) and are therefore a proper basis for applying transformations.

Higher-order functions are functions that can accept functions as argument or return a function as a result and are often used when processing lists. CλaSH, however, does not support lists because these may change in size during runtime which is not desirable for hardware. Therefore, CλaSH makes use of vectors (lists with constant length) and the corresponding higher-order functions like \textit{vzipWith} and \textit{vfoldl}. Listing 2 shows a description of a finite
impulse response (FIR) filter using these higher-order functions. A FIR filter calculates the weighted sum of values in a similar way as a moving average filter.

Compared to the MAC example, the *fir* example of Listing 2 accepts an additional argument *cs*, a vector of filter coefficients. The registers of the filter, the input and output are called *us*, *inp* and *out* respectively. The new state of the registers *us'* is the original state *us* with the input *inp* shifted in one position using the $+\gg$ operator. *vzipWith* multiplies the coefficients *cs* with the contents of the registers *us* in a pair-wise fashion. Finally, the last line shows the use of *vfoldl* which accepts + as a functional argument and therefore adds all *us* together. In other functional languages, *vfoldl* is sometimes called *reduce* since a list of values is reduced to a single element by accumulating values using some binary function.

**Listing 2** Higher order functions in a FIR filter described using CλaSH.

```c
fir cs us inp = (us', out)
  where
    us' = inp +\gg us
    ws = vzipWith (*) us cs
    out = vfoldl (+) 0 ws
```

It is important to note that the description in the *where* clause only expresses data dependencies among components and no sequential ordering over time. Therefore, the description is implicitly parallel and there is no need for special notation (i.e., every function in the code becomes a component on the FPGA). Also, *vzipWith* is implicitly parallel, it applies a function pairwise to the elements of the two lists *us* and *cs*. The schematic corresponding with Listing 2 is shown in Figure 3.

![Figure 3. FIR filter structure.](image)

2. Derivation Method

All calculations required for a stencil computation can be expressed using a single higher-order function. This higher-order function expresses all necessary calculations and dependencies among them and can be represented by a graph. The CλaSH compiler performs a one-to-one translation of this graph to components on the FPGA. However, any non-trivial sized stencil computation will result in an enormous resource usage which is why the amount of parallelism has to be limited. Therefore, a tradeoff between parallelism and execution time is required.

In this paper, the derivation of hardware from a higher-order stencil function is performed in two steps. First, a transformation rule distributes the stencil computations over two
domains; a part over space by parallelization and a part over time by sequential execution of partial stencil computations. Adding synchronization after the first transformation results in a description that can easily be translated to hardware. However, this results in a lot of communication overhead which is why a second step is needed to derive efficient hardware. This second step consists of transforming the description to increase data reuse.

2.1. Space/Time Transformation

The design methodology starts with a definition of the stencil computations in Haskell. Stencil computations are performed by the stencil function which takes three arguments; a kernel function f, a window width w and a list of inputs xs. The first three lines of Listing 3 show the definition and implementation of a one-dimensional moving average filter being applied to xs. The remainder of Listing 3 gives the Haskell implementation of stencil. stencil is expressed recursively, where the stencil kernel function f is applied to the beginning of the list. Then, stencil is again applied to the list excluding the first element. This process continues until the number of elements left becomes smaller than the window width. In the remainder of this paper, the implementation of stencil is not that important anymore since it is considered a native function.

### Listing 3 Definition of average filter and stencil higher-order function.

```haskell
res = stencil avg 3 xs
    where
        avg xs = 1/3 * sum xs
    stencil f w xs
        | length xs >= w = (f (take w xs)) : (stencil f w (tail xs))
        | otherwise = []
```

Performing all operations in the stencil computation in a single clock cycle would require a lot of area on an FPGA when synthesized directly. Therefore, a tradeoff between area and execution time is required as previously proposed in [1]. This tradeoff is found by applying a transformation rule to stencil. Figure 4 shows the dependency graph of stencil where the function f is applied to every sublist of xs with N elements including overlap. Note, that the resulting list is smaller such that corner conditions do not occur (i.e., the result has 2M fewer elements: the size of the overlap is M elements).

![Figure 4. Structure of stencil.](image)

In order to save FPGA resources, the kernel functions f are distributed over space S and time T by applying the transformation of stencil as shown in Listing 4. After this transformation, stencil_{ST} accepts four parameters: a parallelization factor p, kernel function f, stencil width w and the list of inputs xs. The input data is split into smaller lists using the split
function taking into account the overlap between them. These sublists are then processed sequentially (mapped over time), by the \( \text{map} \) function. This function applies the \( \text{stencil} \) function to a complete sublist in one clock cycle using a single (native) combinatorial component \( \text{stencil}_S \). The amount of parallelism is therefore determined by the size of each sublist which is a parameter for \( \text{split} \) \( (p) \). This transformation based method therefore does not need loop unrolling or dependency analysis of \( \text{for} \) loops.

**Listing 4** Tradeoff rule for \( \text{stencil} \).

\[
\text{stencil}_{ST} \ p \ f \ w \ xs = \text{concat}_T \ ress \\
\text{where} \\
\quad \text{xss} = \text{split}_T \ w \ p \ xs \\
\quad \text{ress} = \text{map}_T \ (\text{stencil}_S \ f \ w) \ xss
\]

A similar tradeoff between time and space has been derived for 2D stencil computations. Again, the tradeoff rule ensures that all input data is divided into smaller slices which are processed sequentially. Listing 5 shows the tradeoff rule for 2D higher-order stencil function \( \text{stencil}^{2d} \). Note the introduction of an additional parallelization parameter \( v_p \) due to the additional spatial dimension. Similar to \( \text{stencil}_{ST} \), \( \text{stencil}^{2d} \) accepts four arguments as well: a tuple with the horizontal and vertical parallelization factors \((h_p, v_p)\), the stencil function \( f \), a tuple with stencil width and height \((w, h)\) and the two-dimensional input data \( \text{img} \).

**Listing 5** Tradeoff rule for \( \text{stencil}^{2d} \).

\[
\text{stencil}_{ST}^{2d} \ (h_p, v_p) \ f \ (w, h) \ img = \text{concat}^{2d}_T \ img' \\
\text{where} \\
\quad \text{imgss} = \text{split}^{2d}_T \ (w, h) \ (h_p, v_p) \ img \\
\quad \text{ress} = \text{map}^{2d}_T \ (\text{stencil}^{2d}_S \ (w, h) \ f) \ imgss
\]

\( \text{stencil}_{ST} \) could be directly translated to hardware by adding dataflow logic to \( \text{stencil}_S \) for easy synchronization. However, due to overlap between sublists, additional bandwidth is required to keep the \( \text{stencil}_S \) component utilized. Therefore, the next step is to rewrite \( \text{stencil}_{ST} \) to an architecture that buffers data for reuse, thereby minimizing communication.

### 2.2. Deriving the Architecture

In order to reduce communication overhead, data must be kept as close to the computation as possible. This is usually implemented by buffering data from previous cycles \([6,7,8]\). The architecture derived in the second step of the designer methodology should therefore take this buffering into account as well. Deriving the architecture is performed by wrapping \( \text{stencil}_S \) of Listing 4 into an architecture to handle communication and synchronization.

Figure 5 shows a stencil computation architecture with parallelization \( p = 2 \). Elements of \( p \) samples are accepted each clock cycle and processed by \( \text{stencil}_S \). These elements are shifted into a shift register such that they can be used in subsequent clock cycles. A shift register is a memory structure for lists where a single element is inserted at one side while removing an element at the other during every clock cycle. The actual stencil computation is implemented combinatorially by \( \text{stencil}_S \).

Listing 6 shows the code for the one-dimensional stencil computation architecture of Figure 5 in the form of a function named \( \text{stencilarch} \). \( \text{stencilarch} \) accepts three arguments:
the kernel function $f$, the current state of the shift register $xs$ and the new input sample(s) $inp$ (shown on line 2 while line 1 gives the type). The result tuple consists of two parts: the new state of the shift register $xs'$ and the computed output $outp$. $xs'$ is found by shifting the input list $inp$ (with $p$ samples) completely into $xs$ such that the last $p$ samples are dropped off. Finally, the output $outp$ is found by applying the kernel function $f$ to all buffered input samples $xs$. Also, the type of $outp$ is a list containing $p$ elements. $stencilarch$ is a higher-order function since it can be parameterized with a specific kernel function $f$. However, it now represents an actual architecture in the form of a Mealy machine instead of an abstract mathematical function.

A similar architecture is derived for 2D stencil computations. The architecture consists of three parts: a window buffer for holding data to which the kernel function $f$ is applied, line buffers for storing complete lines of the input and a part where the actual output is calculated. 2D stencil computations can be parallelized by processing several elements at once. Given a parallelization of $p = 2$, an architecture as shown in Figure 6 is derived.

As shown in Figure 6 the $stencil2d_5$ is the only part in the architecture where computations are performed. All other parts are used for buffering. Since $p = 2$, two elements ($i_0$ and $i_1$) of the input data are sent to the architecture every cycle. This also means that all buffers forward the data in packets of two. Also $stencil2d_5$ processes two stencils at once resulting
in two output samples \( (r_0 \text{ and } r_1) \) being produced at the same time. The code to implement and simulate this architecture is shown in Listing 7.

Listing 7 Two-dimensional stencil computation architecture.

```haskell
stencilarch2d :: (Img a → b) → (Img a, Img a) → Img a → ((Img a, Img a), Img b)

where
  outp = stencil2d f ws
  ws' = mergeh (droph 2 ws) (mergev (takeh 2 ss) inp)
  ss' = mergeh (droph 2 ss) (takeh 2 (dropv 1 ws))
```

Listing 7 shows the Haskell implementation of the 2D stencil computation architecture. As shown by the type, the first argument \( f \) is a function that takes an image of type \( a \) and produces an element of type \( b \). The second argument represents the state consisting of two buffers while the third argument is part of the input image with type \( \text{Img} \ a \). For completion of the Mealy machine structure, the result consists of the new state of the buffers and the actual result. The first line of the where clause implements the parallel processing of the window buffer \( ws \). The new state of the window and line buffers \( (ws', ss') \) are found by shifting in and out pairs of elements using the functions for merging and slicing images \( \text{(mergeh, mergev, droph, dropv and takev)} \).

In order to generate actual hardware, the Haskell descriptions of \( \text{stencilarch} \) and \( \text{stencilarch2d} \) have to be altered slightly such that it is accepted by the \( \text{C} \lambda \text{aSH} \) compiler. Lists are not supported by the \( \text{C} \lambda \text{aSH} \) compiler which is why they are replaced by vectors. A small library with higher-order functions specifically for vectors has been developed such that the code can be compiled by the \( \text{C} \lambda \text{aSH} \) compiler more or less unchanged. More details on altering code using lists to vectors can be found in [9].

2.2.1 Implementing Stencil Applications

To implement an actual application, the higher-order function describing the architectures has to be supplied with an argument: the application specific kernel function. In order to show the general applicability of the methodology and architecture, several stencil applications have been implemented. The applications covered in this paper are one and two-dimensional heat flow and a cellular automaton.

**1D heat flow.** As one of the applications, we have chosen heat flow simulation since it is very computationally intensive. The changes of temperature of an object are governed by a partial differential equation which is generally not algebraically solvable. Therefore, a finite difference method is used where the problem is discretized in sufficiently small steps in both space and time. For every point in the spatial domain (a point on a metal plate for example), the next temperature is a linear combination of current temperature and directly surrounding temperatures. For the 1D heat flow problem, only the point left and right of current position are needed while for 2D heat flow, the temperatures above and below are also needed. Since the computation is the same for every point, the heat flow problem fits the stencil computation paradigm very intuitively. Equation 4 and Equation 5 show how the temperature for a single point evolves over time for the 1D and 2D heat flow problem respectively.

\[
T_{k+1,i} = T_{k,i} + c \times (T_{k,i-1} - 2T_{k,i} + T_{k,i+1})
\]

(4)

As can be seen in Equation 4, the new temperature \( T_{k+1,i} \) depends on the current temperature \( T_{k,i} \) and its neighbours \( T_{k,i-1} \) and \( T_{k,i+1} \). This elementary update functions therefore has
a window width of 3 elements. Translating this to a window function for the aforementioned architecture is now straightforward as can be seen in the Haskell code of Listing 8. This heat flow kernel \( hfk \) accepts a window containing three elements and returns a linear combination as new temperature.

### Listing 8 One-dimensional heat flow kernel.

\[
hfk \left[ x0, x1, x2 \right] = x1 + c \ast (x0 - 2 \ast x1 + x2)
\]

**2D heat flow.** For the 2D heat flow problem, the kernel is very similar. The only difference is that the temperatures above and below the current point are used in the linear combination as well. This is shown in Equation 5 where the new temperature \( T_{k+1,i,j} \) for time \( k + 1 \) and position \( i, j \) depends on the current and surrounding temperatures.

\[
T_{k+1,i,j} = T_{k,i,j} + c \times (T_{k,i-1,j} - 4T_{k,i,j} + T_{k,i+1,j} + T_{k,i,j+1} + T_{k,i,j-1})
\]  \( (5) \)

The kernel for the 2D heat flow problem accepts a window \( xss \) of size \( 3 \times 3 \). Again, the next temperature \( T_{k+1} \) is found by a linear combination of the current and surrounding temperatures. Distinct elements from the window are selected using the Haskell index operator `!!`. The Haskell code for the 2D heat flow kernel \( hfk2d \) is shown in Listing 9.

### Listing 9 Two-dimensional heat flow kernel.

\[
hfk2d xss = x11 + c \ast (-4 \ast x11 + x01 + x12 + x21 + x10)
\]

where

\[
\begin{align*}
(x01, x21) &= (xss !! 0 !! 1, xss !! 2 !! 1) \\
(x10, x11, x12) &= (xss !! 1 !! 0, xss !! 1 !! 1, xss !! 1 !! 2)
\end{align*}
\]

**Cellular automata.** The same approach has been used to implement the cellular automaton rule 110 as described in [10]. Cellular automaton rule 110 is a 1D stencil computation with cells that can be in only two states (0 or 1). The state of a cell of the next row is determined by a very simple pattern based only on state of the current cell and the direct left and right neighbour. Equation 6 shows the mathematical definition of rule 110.

\[
C_{k+1}^n = \begin{cases} 
1 & \text{if } C_{k,i\{\ldots -1\}} \in \{110, 101, 011, 010, 001\} \\
0 & \text{if } C_{k,i\{\ldots -1\}} \in \{111, 100, 000\}
\end{cases}
\]  \( (6) \)

For simulation, Equation 6 is trivially translated to Haskell. Using `rule110` as argument for the general 1D stencil computation architecture `stencilarch` (Listing 6), a rule 110 specific Mealy machine is derived. The resulting architecture is now ready for implementation on FPGA using C\(λ\)aSH.

**Other applications.** This paper covers only three applications. However, using the higher-order function `stencil`, representing other applications is equally concise. Examples are image processing algorithms like convolution and median filtering and Game of Life.

### 3. Results

Several stencil computation applications have been implemented using the `stencil` higher-order function: one-dimensional heat flow, elementary cellular automata and two-dimensional...
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Listing 10 Elementary cellular automaton rule 110.

\[
\text{rule110 } [x_1, x_2, x_3] = \\
\text{if } [x_1, x_2, x_3] \in [[1, 1, 0], [1, 0, 1], [0, 1, 1], [0, 1, 0], [0, 0, 1]] \\
\text{then } 1 \\
\text{else } 0
\]

heat flow. The rest of this section focuses on simulation results and generation of hardware. First, simulation results are presented for 1D, 2D heat flow and rule 110 after which the corresponding hardware is discussed.

3.1. Simulation

The architecture for 1D heat flow has been simulated resulting in temperature changes as shown in Figure 7. The vertical axis represents the position while the horizontal axis represents time. Over time, the hot spot in the middle evens out over the whole domain. No additional heat is supplied on the edges which is why the whole domain will eventually converge to the single temperature of the edges.

![Figure 7. Simulation result of heat flow kernel.](image)

Similarly, the architecture for 2D heat flow has been simulated as well. The architecture is initialized with an image representing the initial temperatures \(t = 0\). The initial image has a hot spot in the top left part. Over time, the heat in this spot evens out \(t = 32\) and eventually disappears \(t = 256\).

Different temperatures are supplied to the borders. The upper and right border are heated while the others kept at a low temperature. Slowly, the heat from the upper and right border propagates deeper into the material \(t = 256\).

Also the architecture for cellular automaton rule 110 has been simulated. The result is shown in Figure 9. The initial row contains only one cell with value 1. Every consecutive row is determined by applying rule 110 to the current row.

3.2. Synthesis

Both the 1D and 2D architectures for heat flow simulation have been translated to VHDL using the C\(\lambda\)aSH compiler to derive actual hardware. These have been instantiated with different parallelization factors \(PF\) to show the scaling on FPGA hardware. All designs have been synthesized for a Xilinx XC5VLX110T FPGA and were all capable of running at 200 MHz. Table 1 shows the amount of resources required for computation (LUT and DSP48E multipliers) and storage (REGs).

As shown in Table 1, both the 1D and 2D architectures scale linearly with parallelization factor \(PF\) in terms of LUTs. The amount of registers for the 1D architecture scales linearly as
well but for the 2D architecture the amount of registers is practically constant. This is because most registers are used for the line buffers. Compared to related work of [11], a similar 2D architecture is derived with very similar resource consumption even though a different kernel is used. Both the amount of LUTs required and clock frequency is comparable to the design in [11].

4. Related Work

Related work on higher-order functions for hardware design and stencil computations are covered in [5]. In [12] the PASTHA framework is presented, a framework for parallelization of stencil computations on multicore machines. Similar to the VHDL hardware template of
The hardware resulting from the transformations presented in this paper is parameterizable in the amount of parallelism taking into account memory structure and communication like in [6] and [8]. Memory and communication aspects impose constraints on the FPGA implementation as shown in [13], [14] and [15]. Especially in designs with multiple FPGAs, communication patterns become very important to achieve high performance [16].

Most design methods for stencil computation use, at some stage, an imperative description (in C for example) of the operations. Listing 11 shows the pseudocode of such an imperative description. For every point at $x, y$ in a frame $v$ at time $t$, the new value $v(t + 1, x, y)$ is calculated using the stencil function $F$. Although this description is very similar to the formal definition in Equation 3, the code is inherently sequential. Therefore, a lot of analysis is required to determine the dependencies between loop iterations before parallelization can be performed. Also details of intermediate stages are often hidden or hard to modify. Therefore, the description of the generated hardware looks very different compared to the initial definition. By using the methodology proposed in this paper, the intermediate results following the transformation are more accessible.

An other approach to implementing stencil computations on FPGAs is the use of a Domain Specific Language (DSL) [7]. A compiler takes care of parallelization and scheduling. For parallelization of stencil computations the approach taken in this paper is similar to the parallelization of FIR filters in [17] but requires no array index computations. Since the methodology makes use of higher-order functions, it is convenient to use a hardware description language with higher-order function support built in. Therefore, the CλaSH language [2] is used. Other work on translating Haskell to hardware is the famous Lava [18] and the more recent Kansas Lava [19]. The main difference between Lava and CλaSH is that Lava is a language embedded in Haskell while the CλaSH compiler takes plain Haskell code as input and thereby supporting more language features.

### Listing 11 Imperative code for stencil computations.

```plaintext
for (x = 0; x < WIDTH; x++) {
    for (y = 0; y < HEIGHT; y++) {
        v (t + 1, x, y) = F (w in stencil (v, x, y));
    }
}
```

### Table 1. Area of stencil computation architectures.

<table>
<thead>
<tr>
<th>PF</th>
<th>LUTs</th>
<th>REGs</th>
<th>DSP48E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>72</td>
<td>72</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>143</td>
<td>96</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>285</td>
<td>144</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>569</td>
<td>240</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>1137</td>
<td>432</td>
<td>16</td>
</tr>
<tr>
<td>32</td>
<td>2273</td>
<td>816</td>
<td>32</td>
</tr>
<tr>
<td>2D</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>116</td>
<td>12336</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>231</td>
<td>12360</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>461</td>
<td>12408</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>961</td>
<td>12504</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>1921</td>
<td>12696</td>
<td>16</td>
</tr>
<tr>
<td>32</td>
<td>3841</td>
<td>13080</td>
<td>32</td>
</tr>
</tbody>
</table>
5. Conclusions and Future Work

A design methodology for stencil computation applications has been presented based on transformations of a higher-order function. The advantage of this methodology is that the higher-order function stencil is inherently parallel. Therefore, sequential transformations like loop-unrolling are not necessary thereby reducing the chance of off-by-one errors.

Several applications have been implemented using this approach including heat flow and cellular automata. These applications have been simulated cycle-accurately to verify their functionality. For the 1 and 2-dimensional heat flow application, real hardware has been designed using C\lambda aSH. This hardware has shown to scale linearly with the parallelization parameter. Also resource consumption is comparable with related work.

Currently, only 1D and 2-Dimensional stencil applications have been considered. In the future, it would be interesting to apply the approach to applications in higher dimensions since this puts more stress on resource usage and buffering. The transformation rule should therefore be altered taking these constraints into account.
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