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Searchable encryption is a cryptographic primitive that allows a client to outsource encrypted data to an untrusted storage provider, while still being able to query the data without decrypting. To allow the server to perform the search on the encrypted data, a so-called trapdoor is generated by the client and sent to the server. With help of the trapdoor, the server is able to perform the search, on behalf of the client, on the still encrypted data.

All reasonably efficient searchable encryption schemes have a common problem. They leak the search pattern which reveals whether two searches were performed for the same keyword or not. Hence, the search pattern gives information on the occurrence frequency of each query, which can be exploited by statistical analysis, eventually allowing an attacker to gain full knowledge about the underlying plaintext keywords. Thus, attacking the search pattern is a serious problem that renders the encryption less useful.

The goal of this thesis is to construct novel searchable encryption schemes that are efficient and that do not leak the search pattern to mitigate the above attack. In addition, we show the practical applicability of our proposed solutions in real world scenarios by implementing the main building blocks of our constructions in C. Our contributions can be summarized as follows:

• We survey the notion of provably secure searchable encryption by giving a complete and comprehensive overview of the two main SE techniques: Searchable Symmetric Encryption and Public Key Encryption with Keyword Search.

• We propose two constructions that hide the search pattern with reasonable efficiency in practical application scenarios. One scheme is entirely based on efficient XOR and pseudo-random functions, while the other scheme makes use of recent advances in somewhat homomorphic encryption to achieve efficient solutions. To hide the search pattern, we use two different approaches. The first approach processes the whole encrypted database on the server side by calculating the inner product of a query and the database records. In this way, we conceal which of the database records are important per query. The second approach introduces a third party to help with the search. The idea is that the database server randomly shuffles the positions of the database entries, so that the third party performs the actual search on a newly shuffled index per query. In this way, the positions of the processed database entries are different for each (distinct) query.

• We propose a third scheme that illustrates how to use the techniques from our previous schemes, to construct a novel and efficient search scheme for a concrete application scenario. The scheme can be used to perform private/hidden queries on different kinds of unencrypted data, such as RSS feeds.
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SAMENVATTING

Doorzoekbare encryptie is een cryptografische primitieve die een gebruiker in staat stelt om versleutelde gegevens bij een niet-vertrouwde storage provider op te slaan, terwijl de gebruiker nog steeds in staat is om deze gegevens te doorzoeken zonder deze eerst te decoderen. Om de server in staat te stellen om de zoekopdracht uit te voeren op de versleutelde gegevens, wordt een zo-genaamde trapdoor gegenereerd door de gebruiker en naar de server gestuurd. Met behulp van de trapdoor is de server in staat om de zoekopdracht uit te voeren, namens de gebruiker, op de nog versleutelde gegevens.

Alle redelijk efficiënt doorzoekbare encryptie schema’s hebben een gemeenschappelijk probleem. Ze lekken het zoekpatroon waaruit blijkt of twee zoekopdrachten werden uitgevoerd voor hetzelfde zoekwoord of niet. Daarom geeft het zoekpatroon informatie over de frequentie van elke zoekwoord. Die informatie kan worden uitgebuit door statistische analyse, waardoor uiteindelijk een aanvaller volledige kennis over de onderliggende gegevens kan krijgen. Het op deze manier aanvallen van het zoekpatroon is een ernstig probleem dat de versleuteling minder bruikbaar maakt.

Het doel van dit proefschrift is om nieuwe schema’s voor doorzoekbare encryptie te bouwen die efficiënt zijn en het zoekpatroon niet lekken om bovengenoemde aanval tegen te gaan. Verder laten we de praktische toepasbaarheid van onze voorgestelde oplossingen zien in realistische scenario’s door de belangrijke onderdelen van onze constructies in C te implementeren. Onze bijdragen kunnen als volgt samengevat worden:

- We verkennen de notie van bewijsbare veilige doorzoekbare encryptie door een compleet en begrijpbaar overzicht te geven van de twee belangrijkste doorzoekbare encryptie technieken: doorzoekbare symmetrische encryptie en publieke sleutel encryptie met zoekwoorden.

- We stellen twee constructies voor die het zoekpatroon verbergen met redelijke efficiëntie in praktische scenario’s. Eén schema is compleet gebaseerd op efficiënte XOR operaties en pseudo-random functies, terwijl het andere schema gebruik maakt van recente doorbraken op het gebied van homomorfe encryptie om efficiëntie te bereiken. Om het zoekpatroon te verbergen gebruiken we twee verschillende methoden. De eerste methode gebruikt de gehele versleutelde database van de server door de inner product van een zoekopdracht en de database records te berekenen. Op deze manier verbergen we welke database records belangrijk zijn per zoekopdracht. De tweede methode introduceert een derde partij om met de zoekopdracht te helpen. Het idee is dat de database server de posities in de database records op een gerandomizeerde manier schudt, zodat de derde partij de zoekopdracht op een versgeschudde database index doet. Op deze manier zijn de posities van de records in de database verschillend voor elke (andere) zoekopdracht.

- We stellen een derde schema voor dat illustreerd hoe de technieken van de vorige schema’s te gebruiken zijn om een nieuw en efficiënt zoek schema te bouwen voor concrete applicatie scenario’s. Het schema kan gebruikt worden om verborgen zoekopdrachten op verschillende typen van onversleutelde gegevens te doen, zoals bijvoorbeeld RSS feeds.
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INTRODUCTION

Web search is the primary way in which we access information and data from everywhere at any time. This new way of information retrieval comes with privacy risks. Internet service providers and search engines for example store all search queries and link them to a specific/unique user. We divulge (private and sensitive) information, e.g., our medical problems and diseases, tax information, our (sexual) preferences, religious views, and political interests. Inter alia, the gathered data can be used to make decisions about us, such as our eligibility for insurance, credit, or employment. Criminals may also use this data, e.g., for identity theft which is a common problem in our society.

In addition, with the recent development of cloud computing, we outsource more and more (private and sensitive) data to third party storage providers. Storing data in the cloud is practical, since the centrally stored data is accessible from any Internet-capable device, from any location and at any time. But this freedom also has its pitfalls, since storage providers have full access to their servers and consequently to the plaintext data. Not to mention hackers with root access. To store sensitive data in a secure way on an untrusted server the data has to be encrypted. Using a standard encryption scheme, however, makes it impossible to query the encrypted data on the server side without decrypting.

Several lines of research have identified these two problems of private searching and secure data outsourcing, and have proposed solutions to query plaintext and even encrypted data in a privacy-preserving way, by using an encrypted query. The most prevalent technique is called searchable encryption. Searchable encryption is a cryptographic primitive that allows a client to outsource encrypted data to an untrusted storage provider (such as a cloud provider) while still being able to query the encrypted data on the server side without decrypting. This can be achieved by either encrypting the data in a special way or by introducing a searchable encrypted index, which is stored together with the encrypted data on the server. To allow the server to query the encrypted data, a so-called token or trapdoor is generated and sent to the server. With help of the trapdoor, the server is able to perform a search on the still encrypted data.

Encryption provides confidentiality for the data and the query separately, but when combined (during the search phase), may leak (sensitive) information. E.g., the database records, which are ultimately represented as memory locations, touched by the server during a search, expose a pattern of the search. This search pattern reveals whether two searches were performed for the same keyword or not. Hence, the search pattern gives information on the occurrence frequency of each query. This is a serious problem, as it allows an attacker to perform statistical analysis on the occurrence frequency, eventually allowing the attacker to gain knowledge about the underlying plaintext keywords.

To exploit the search pattern, the attacker records the occurrence frequency of the target queries over a specific period of time, e.g., days or weeks. Figure 1.1a shows an example of an attacker’s target query recorded over a time-span of 50 weeks. This graph is based on made-up query frequencies chosen by
An attacker’s encrypted target query frequency.

Different query frequencies taken from Google Trends.

The search result with the best match for the encrypted target query using Google Correlate is “latin lover”.

Figure 1.1: Query frequencies from Google Trends [98]. The frequencies are normalized and were recorded by Google between 26.05.2013 – 10.05.2014. Accessed on 17.05.2014.

us at random. Afterwards, the attacker can correlate the collected dataset with some ancillary background information from public databases like Google Trends [98] and Google Correlate. Google Trends offers query statistics about all the search terms entered in Google’s web search engine in the past. Three example query frequencies are shown in Figure 1.1b. Google Trends even offers statistics under various (sub-)categories (e.g., computer science, finance, medicine), allowing to adjust the attack to a user with specific background knowledge, rendering the attack more efficient. Using Google Correlate, a tool on Google Trends, enables an attacker to upload the query frequency of a target query (cf. Figure 1.1a) to obtain (plaintext) queries with similar patterns. Figure 1.1c shows the best correlation for our random target query: latin lover.

The search pattern or rather the occurrence frequency of queries allows to effectively attack the underlying plaintext keywords of someone’s encrypted queries. This attack is also demonstrated by Liu et al. [128] on real-world data. As a result, the search pattern and with it the occurrence frequency of queries should also be protected when querying encrypted and also unencrypted data.

1.1 Research Question

Searchable encryption (SE) can be done in two fundamentally different ways: Searchable Symmetric Encryption (SSE) and Public Key Encryption with Keyword Search (PEKS). As we will discuss in Chapter 2 it is impossible to hide
the search pattern in PEKS schemes due to the use of public key encryption. For symmetric encryption, Shen, Shi, and Waters [167](SSW) proposed the first search pattern hiding predicate encryption scheme, which is a generalization of SSE. So far, their construction is the only search pattern hiding scheme in the context of searchable encryption. Unfortunately, on commodity hardware SSW's solution is inefficient in practice due to the use of complex building blocks. For example, a query using their scheme, given a dataset of 5000 documents and 250 keywords, takes around 8.4 days to process, as discussed in Chapter 4. This is orders of magnitude away from practical efficiency. Motivated by these limitations and the importance of the topic, we pose the following first research question:

\[ \text{RQ1: How to construct efficient search pattern hiding searchable encryption schemes?} \]

To understand, how to hide the search pattern, we must know, how it leaks. Using a deterministic trapdoor for example leaks the search pattern directly, since two queries for the same keyword will always generate the same trapdoor. As a result, the first step to hide the search pattern is to use probabilistic trapdoors. But using a probabilistic trapdoor is not enough, because usually queries for the same keyword touch or process the same database records. In this way, the server knows if two queries were performed for the same keyword or not. This means, that in addition to probabilistic trapdoors, a scheme needs to hide which of the database entries are processed during a search.

In this thesis we focus on the following two methods to hide the processed database entries from a server:

A1) The server needs to process all database entries per query. Thus, the server cannot tell, which of the database entries were of importance for the query and as a result the search pattern is hidden.

A2) The positions of the database entries need to be different per query, e.g., permuted. Thus, the server processes different database entries if queries are performed for the same keyword and the search pattern remains hidden.

The first approach (A1) is presented as SDR – a selective document retrieval scheme – in Chapter 3. To process all database entries, our SDR scheme calculates the inner product between the trapdoor and the database (in a private manner). In this way, the server touches all database records and does not know, where in the database a match occurs or which of the database records are of importance to a query. This hinders the server from determining the search pattern. For the second approach (A2), we propose DSSE – a distributed searchable symmetric encryption scheme – in Chapter 4, which randomly shuffles the database entries before each query, without the knowledge of the server. This makes the positions of the database entries probabilistic and ensures that two queries, even for the same keyword, access different (random) database entries.

The above approaches are used to create search pattern hiding schemes for encrypted data. But, as stated above, the problem of search pattern hiding also arises when dealing with plaintext data. It is equally important to protect the search pattern for queries on non-encrypted data, since most of the data in the world wide web is in the plain. This is quite different from a query on
encrypted data, because the searching party knows already half of the data, i.e., the plaintext data. Thus, we pose the following second research question:

**RQ2:** How to construct **efficient** search pattern hiding schemes for unencrypted data?

For this research question we present **SOFIR** – securely outsourced forensic image recognition – in Chapter 5. SOFIR uses some of the techniques from previous chapters to build a search pattern hiding query scheme for unencrypted data.

We aim for efficient schemes that can be used in practical application scenarios. By efficiency we mean the computational, communication, and space complexity of a scheme. We focus especially on the real running time of the search algorithms and aim for search processes that output results in a reasonable time, e.g., milliseconds to at most several minutes depending on the dataset size. Because the scheme by Shen, Shi, and Waters is the only search pattern hiding scheme so far, we compare the efficiency of our constructions with theirs. Therefore, we implement the main building blocks of all our schemes and SSW in C/C++ to perform a practical comparison of the running times for different datasets.

Primarily, a searchable encryption scheme should be secure to be used in practical applications. Since there is a wide spectrum of different searchable encryption schemes from different communities, we focus only on provable secure searchable encryption schemes in this thesis.

### 1.2 Thesis Outline and Contribution

Figure 1.2 depicts the outline of this thesis. After this introduction, we start with the state of the art of provably secure searchable encryption. Then we present our own solutions to the problem in the form of our three schemes. Because the three scenarios and solutions are quite different, each chapter uses a slightly modified notation stated in the respective chapter. Finally, we conclude and give directions for further research. The thesis is organized into the following six chapters:

**Introduction:** The current chapter provides an introduction and the motivation for our research, as well as the main research question, the contribution and the overall structure of the thesis.

**State of the Art:** Chapter 2 surveys the notion of provably secure searchable encryption by giving a complete and comprehensive overview of the two main SE techniques: Searchable Symmetric Encryption and Public Key Encryption with Keyword Search. We present a framework to categorize SE schemes according to their functionality, efficiency, and security. In addition we shed light on the many definitions, notions, and assumptions used in the field. Our results show, that all SE schemes (except for the predicate encryption scheme by Shen, Shi, and Waters [167]) leak the search pattern. Thus, the motivation for our research question. This chapter is based on a refereed journal article [4] in ACM Computing Surveys 2014.

**SDF – Selective Document Retrieval:** In Chapter 3 we present our first search pattern hiding scheme. This construction hides the search pattern by computing the inner product of the trapdoor and the index,
thereby processing all database entries per query. In addition, to make the scheme more practical, we separate the search phase from the document retrieval. Therefore, the scheme works like a web search, where the search phase identifies possible results from which the client can decide whether to retrieve documents, and if, which documents. The scheme relies on client interaction in the sense, that the document retrieval takes two rounds of communication. This chapter is based on a refereed conference paper [3] in ISC 2012.

**DSSE – DISTRIBUTED SEARCHABLE SYMMETRIC ENCRYPTION:** Chapter 4 presents our second construction of a provably secure SE scheme that hides the search pattern. The scheme introduces a third party, the so-called query router, which performs the actual search. The scheme hides the search pattern by letting the storage provider randomly shuffle all database entries before each query without the knowledge of the query router. In this way, the query router receives a new index per query and thus, processes different (random) database record even if searching for the same keyword twice. Our results show, that a DSSE scheme can potentially provide more efficiency and better security guarantees than standard SSE. Even if the two untrusted parties collude, the scheme is still secure under Curtmola et al.’s definition for adaptive semantic security for SSE. This chapter is based on a refereed conference paper [6] in PST 2014.

**SOFR – SECURELY OUTSOURCED FORENSIC IMAGE RECOGNITION:** In this scheme, presented in Chapter 5, we show how to use the techniques from previous chapters, e.g., somewhat homomorphic encryption in a
concrete application scenario. The scheme can be used to perform private, i.e., hidden, queries on different kinds of unencrypted data, e.g., RSS feeds. The scheme protects the search pattern by hiding whether the processed database entries per query resulted in a match or not. This chapter is based on a patent application [2] and a refereed conference paper [5] in ICASSP 2014.

CONCLUSION: In Chapter 6 we provide conclusions and suggestions for further research. Compared with the state of the art, our solutions protect the search pattern and can potentially provide a higher level of security and efficiency.

In this thesis we show efficient solutions for the problem of search pattern hiding. We propose three novel search schemes. Two of the schemes are the answer to RQ1, each of which uses one of the approaches A1 and A2. The third scheme answers RQ2. All of the constructions come with their own advantages and drawbacks. We show with a concrete application scenario that our approaches are relevant in practice and work efficiently in the real world. Our three schemes are the first efficient search pattern hiding constructions so far.

Search pattern hiding is an important tool to increase our privacy when querying data, especially to protect personal and sensitive information. In case of encrypted data, the search pattern can even be exploited to bypass the encryption and get (full) knowledge on the underlying plaintext data. With our solutions it is possible to securely outsource our data to untrusted parties. At the same time we can query the outsourced encrypted data and also others unencrypted data in a private manner. We have shown, that practical efficient schemes can be constructed and can now focus on even more efficient and expressive constructions for different application scenarios.
In this chapter, we survey the notion of provably secure Searchable Encryption (SE) by giving a complete and comprehensive overview of the two main SE techniques: Searchable Symmetric Encryption (SSE) and Public Key Encryption with Keyword Search (PEKS). Since the pioneering work of Song, Wagner and Perrig (SWP), the field of provably secure SE has expanded to the point where we felt that taking stock would provide benefit to the community.

The survey has been written primarily for the non-specialist who has a basic information security background. Thus, we sacrifice full details and proofs of individual constructions in favor of an overview of the underlying key techniques to give beginners a solid foundation for further research. We categorize and analyze the different provably secure SE schemes in terms of their architecture, security, efficiency, and functionality to provide an easy entry point for non-specialists and to allow researchers to keep up with the many approaches to SE. For an experienced researcher we point out connections between these approaches, identify open research problems, and specify various gaps in the field. Our extensive tables, which reflect our detailed analysis, allow practitioners to find suitable schemes for the many different application scenarios.

Two major conclusions can be drawn from our work. While the so-called IND-CKA2 security notion becomes prevalent in the literature and efficient (sub-linear) SE schemes meeting this notion exist in the symmetric setting, achieving this strong form of security efficiently in the asymmetric setting remains an open problem. We observe that in multi-recipient SE schemes, regardless of their efficiency drawbacks, there is a noticeable lack of query expressiveness which hinders deployment in practice.

2.1 MOTIVATION AND INTRODUCTION

We start with our motivation for writing this survey and introduce the main concepts and challenges of provably secure searchable encryption.

2.1.1 Motivation

The wide proliferation of sensitive data in open information and communication infrastructures all around us has fuelled research on secure data management and boosted its relevance. For example, legislation around the world stipulates that electronic health records (EHR) should be encrypted, which immediately raises the question how to search EHR efficiently and securely. After a decade of research in the field of provably secure searchable encryption we felt that the time has come to survey the field by putting the many individual contributions into a comprehensive framework. On the one hand, the framework allows practitioners to select appropriate techniques to address the security requirements of their applications. On the other hand, the framework points out uncharted areas of research since by no means all application requirements are covered by the techniques currently in existence. We hope
that researchers will find inspiration in the survey that is necessary to develop the field further.

2.1.2 Introduction to Searchable Encryption

Remote and cloud storage is ubiquitous and widely used for services such as backups or outsourcing data to reduce operational costs. However, these remote servers cannot be trusted, because administrators, or hackers with root rights, have full access to the server and consequently to the plaintext data. Or imagine that your trusted storage provider sells its business to a company that you do not trust, and which will have full access to your data. Thus, to store sensitive data in a secure way on an untrusted server the data has to be encrypted. This reduces security and privacy risks, by hiding all information about the plaintext data. Encryption makes it impossible for both insiders and outsiders to access the data without the keys, but at the same time removes all search capabilities from the data owner. One trivial solution to re-enable searching functionality is to download the whole database, decrypt it locally, and then search for the desired results in the plaintext data. For most applications this approach would be impractical. Another method lets the server decrypt the data, runs the query on the server side, and sends only the results back to the user. This allows the server to learn the plaintext data being queried and hence makes encryption less useful. Instead, it is desirable to support the fullest possible search functionality on the server side, without decrypting the data, and thus, with the smallest possible loss of data confidentiality. This is called searchable encryption (SE).

General Model. An SE scheme allows a server to search in encrypted data on behalf of a client without learning information about the plaintext data. Some schemes implement this via a ciphertext that allows searching (e.g., Song et al. [171] (SWP) as discussed in Section 2.3.1), while most other schemes let the client generate a searchable encrypted index. To create a searchable encrypted index I of a database D = (M₁, ..., Mₙ) consisting of n messages¹ Mᵢ, some data items W = (w₁, ..., wₘ), e.g., keywords wⱼ (which can later be used for queries), are extracted from the document(s) and encrypted (possibly non-decryptable, e.g., via a hash function) under a key K of the client using an algorithm called BuildIndex. Mᵢ may also refer to database records in a relational database, e.g., MySQL. In addition, the document may need to be encrypted with a key K′ (often, K′ ≠ K) using an algorithm called Enc. The encrypted index and the encrypted documents can then be stored on a semi-trusted (honest-but-curious [93]) server that can be trusted to adhere to the storage and query protocols, but which tries to learn as much information as possible. As a result the server stores a database of the client in the following form:

\[ I = \text{BuildIndex}_K(D = (M₁, ..., Mₙ), W = (w₁, ..., wₘ)); \]
\[ C = \text{Enc}_{K'}(M₁, ..., Mₙ). \]

To search, the client generates a so-called trapdoor T = Trapdoorₖ(f), where f is a predicate on wⱼ. With T, the server can search the index using an algorithm called Search and see whether the encrypted keywords satisfy the pred-

¹ By messages we mean plaintext data like files, documents or records in a relational database.
User Database

\[ \text{Upload} \quad I = \text{BuildIndex}_K(D, W) \xrightarrow{I||\text{Enc}(M_1, \ldots, M_n)} I||\text{Enc}(M_1, \ldots, M_n) \]

\[ \text{Query} \quad T = \text{Trapdoor}_K(f) \xrightarrow{T} \rightleftharpoons \text{Enc}(M_d) \quad \text{id} = \text{Search}(I, T) \]

Figure 2.1: General model of an index-based searchable encryption scheme.

icate \( f \), and return the corresponding (encrypted) documents (see Figure 2.1). For example, \( f \) could determine whether a specific keyword \( w \) is contained in the index [92], and a more sophisticated \( f \) could determine whether the inner product of keywords in the index and a target keyword set is 0 [167].

Figure 2.1 gives a general model of an index-based scheme. Small deviations are possible, e.g., some schemes do not require the entire keyword list \( W \) for building the index.

**Single-user vs. Multi-user.** SE schemes are built on the client/server model, where the server stores encrypted data on behalf of one or more clients (i.e., the writers). To request content from the server, one or more clients (i.e., readers) are able to generate trapdoors for the server, which then searches on behalf of the client. This results in the following four SE architectures:

- single writer/single reader (S/S)
- multi writer/single reader (M/S)
- single writer/multi reader (S/M)
- multi writer/multi reader (M/M)

Depending on the architecture, the SE scheme is suitable for either data outsourcing (S/S) or data sharing (M/S, S/M, M/M).

**Symmetric vs. Asymmetric primitives.** Symmetric key primitives allow a single user to read and write data (S/S). The first S/S scheme, proposed by Song et al. [171], uses symmetric key cryptography and allows only the secret key holder to create searchable ciphertexts and trapdoors. In a public key encryption (PKE) scheme, the private key decrypts all messages encrypted under the corresponding public key. Thus, PKE allows multi-user writing, but only the private key holder can perform searches. This requires an M/S architecture. The first M/S scheme is due to Boneh et al. [47] who proposed a public key encryption with keyword search (PEKS) scheme. Meanwhile, PEKS is also used as a name for the class of M/S schemes.

**The need for key distribution.** Some SE schemes extend the */S setting to allow multi-user reading (*/M). This extension introduces the need for distributing the secret key to allow multiple users to search in the encrypted data. Some SE schemes use key sharing; other schemes use key distribution, proxy re-encryption or other techniques to solve the problem.

**User revocation.** An important requirement that comes with the multi reader schemes is user revocation. Curtmola et al. [75] extend their single-user scheme with broadcast encryption [80] (BE) to a multi-user scheme (S/M). Since only one key is shared among all users, each revocation requires a new key to be distributed to the remaining users, which causes a high revocation overhead.
In other schemes, each user might have its own key, which makes user revocation easier and more efficient.

**Research challenges/Trade-offs.** There are three main research directions in SE: improve (i) the efficiency, (ii) the security, and (iii) the query expressiveness. Efficiency is measured by the computational and communication complexity of the scheme. To define the security of a scheme formally, a variety of different security models have been proposed. Since security is never free, there is always a trade-off between security on the one hand, and efficiency and query expressiveness on the other. Searchable encryption schemes that use a security model with a more powerful adversary are likely to have a higher complexity.

The query expressiveness of the scheme defines what kind of search queries are supported. In current approaches it is often the case that more expressive queries result in either less efficiency and/or less security. Thus, the trade-offs of SE schemes are threefold: (i) security vs. efficiency, (ii) security vs. query expressiveness, and (iii) efficiency vs. query expressiveness.

### 2.1.3 Scope of the Chapter

The main techniques for provably secure searchable encryption are searchable symmetric encryption (SSE) and public key encryption with keyword search (PEKS). However, techniques such as predicate encryption (PE), inner product encryption (IPE), anonymous identity-based encryption (AIBE), and hidden-vector encryption (HVE) have been brought into relation with searchable encryption \[53, 87, 115, 135\]. Since the main focus of these techniques is (fine grained) access control (AC) rather than searchable encryption, those AC techniques are mentioned in the related work section but are otherwise not our focus.

### 2.1.4 Contributions

We give a complete and comprehensive overview of the field of SE, which provides an easy entry point for non-specialists and allows researchers to keep up with the many approaches. The survey gives beginners a solid foundation for further research. For researchers, we identify various gaps in the field and indicate open research problems. We also point out connections between the many schemes. With our extensive tables and details about efficiency and security, we allow practitioners to find (narrow down the number of) suitable schemes for the many different application scenarios of SE.

### 2.1.5 Reading Guidelines

We discuss all papers based on the following four aspects. The main features are emphasized in *italics* for easy readability:

**General Information:** The general *idea* of the scheme will be stated.

**Efficiency:** The efficiency aspect focuses on the computational complexity of the *encryption/index generation* (upload phase) and the *search/test* (query phase) algorithms. For a fair comparison of the schemes, we report the number of operations required in the algorithms. Where appli-
cable, we give information on the update complexity or interactivity (number of rounds).

**Security:** To ease the comparison of SE schemes with respect to their security, we briefly outline the major fundamental security definitions in Section 2.2.3 such that the to be discussed SE schemes can be considered as being secure in a certain modification of one of these basic definitions. We provide short and intuitive explanations of these modifications and talk about the underlying security assumptions.\(^2\)

**See also:** We refer to related work within the survey and beyond. For a reference within the survey, we state the original paper reference and the section number in which the scheme is discussed. For references beyond the survey, we give only the paper reference. Otherwise, we omit this aspect.

This reading guideline will act as our framework to compare the different works. Several pioneering schemes (i.e., [47, 75, 171]) will be discussed in more detail, to get a better feeling on how searchable encryption works. Each architecture-section ends with a synthesis and an overview table which summarizes the discussed schemes. The tables (2.1, 2.3, 2.5, 2.7) are, like the sections, arranged by the query expressiveness. The first column gives the paper and section reference. The complexity or efficiency part of the table is split into the encrypt, trapdoor, and search algorithms of the schemes and quantifies the most expensive operations that need to be computed. The security part of the table gives information on the security definitions, assumptions, and if the random oracle model (ROM) is used to prove the scheme secure. The last column highlights some of the outstanding features of the schemes.

### 2.1.6 Organization of the Chapter

The rest of the chapter is organized as follows. Section 2.2 gives background information on indexes and the security definitions used in this survey. The discussion of the schemes can be found in Section 2.3 (S/\(^*\)) and Section 2.4 (M/\(^*\)). We divided these sections into the four architectures: Section 2.3.1 (S/S), Section 2.3.2 (S/M), Section 2.4.1 (M/S), and Section 2.4.2 (M/M). In these sections, the papers are arranged according to their expressiveness. We start with single equality tests, then conjunctive equality tests, followed by extended search queries, like subset, fuzzy or range queries, or queries based on inner products. Inside these subsections, the schemes are ordered chronologically. Section 2.5 discusses the related work, in particular seminal schemes on access control. Section 2.6 concludes and discusses future work.

### 2.2 Preliminaries

This section gives background information on indexes, privacy issues, and security definitions used in this survey.

\(^2\) A detailed security analysis lies outside the scope of this work. We stress that some of the mentioned modifications may have unforeseen security implications that we do not touch upon. The interested reader is recommended to look up the original reference for more details.
Efficiency in SE Schemes

As mentioned above, searchable encryption schemes usually come in two classes. Some schemes directly encrypt the plaintext data in a special way, so that the ciphertext can be queried (e.g., for keywords). This results in a search time linear in the length of the data stored on the server. In our example using \( n \) documents with \( w \) keywords, yields a complexity linear in the number of keywords per document \( O(nw) \), since each keyword has to be checked for a match.

To speed up the search process, a common tool used in databases is an index, which is generated over the plaintext data. Introducing an index can significantly decrease the search complexity and thus increases the search performance of a scheme. The increased search performance comes at the cost of a pre-processing step. Since the index is built over the plaintext data, generating an index is not always possible and highly depends on the data to be encrypted. The two main approaches for building an index are:

- A forward index, is an index per document (see Figure 2.2a) and naturally reduces the search time to the number of documents, i.e., \( O(n) \). This is because one index per document has to be processed during a query.

- Currently, the prevalent method for achieving sub-linear search time is to use an inverted index, which is an index per keyword in the database (see Figure 2.2b). Depending on how much information we are willing to leak, the search complexity can be reduced to \( O(\log w') \) (e.g., using a hash tree) or \( O(|D(w)|) \) in the optimal case, where \( |D(w)| \) is the number of documents containing the keyword \( w \).

Note that the client does not have to build an index on the plaintexts. This is the case, e.g., for the scheme by Song, Wagner, and Perrig [171] (SWP) or when deterministic encryption is used. In case of deterministic encryption, it is sometimes reasonable to index the ciphertexts to speed up the search.

All schemes discussed in this survey, except for SWP, make use of a searchable index. Only the SWP scheme encrypts the message in such a way, that the resulting ciphertext is directly searchable and decryptable.

Privacy Issues in SE Schemes

An SE scheme will leak information, which can be divided into three groups: index information, search pattern, and access pattern.
2.2 Preliminaries

- Index information refers to the information about the keywords contained in the index. Index information is leaked from the stored ciphertext/index. This information may include the number of keywords per document/database, the number of documents, the documents length, document ids, and/or document similarity.

- Search pattern refers to the information that can be derived in the following sense: given that two searches return the same results, determine whether the two searches use the same keyword/predicate. Using deterministic trapdoors directly leaks the search pattern. Accessing the search pattern allows the server to use statistical analysis and (possibly) determine (information about) the query keywords.

- Access pattern refers to the information that is implied by the query results. For example, one query can return a document \( x \), while the other query could return \( x \) and another 10 documents. This implies that the predicate used in the first query is more restrictive than that in the second query.

Most papers follow the security definition deployed in the traditional searchable encryption [75]. Namely, it is required that nothing should be leaked from the remotely stored files and index, beyond the outcome and the pattern of search queries. SE schemes should not leak the plaintext keywords in either the trapdoor or the index. To capture the concept that neither index information nor the search pattern is leaked, Shen et al. [167] (SSW) formulate the definition of full security. All discussed papers (except for SSW) leak at least the search pattern and the access pattern. The two exceptions protect the search pattern and are fully secure.

### 2.2.3 A Short History of Security Definitions for (S)SE

When Song et al. [171] proposed the first SE scheme, there were no formal security definitions for the specific needs of SE. However, the authors proved their scheme to be a secure pseudo-random generator. Their construction is even indistinguishable against chosen plaintext attacks (IND-CPA) secure [109]. Informally, an encryption scheme is IND-CPA secure, if an adversary \( A \) cannot distinguish the encryptions of two arbitrary messages (chosen by \( A \)), even if \( A \) can adaptively query an encryption oracle. Intuitively, this means that a scheme is IND-CPA secure if the resulting ciphertexts do not even leak partial information about the plaintexts. This IND-CPA definition makes sure, that ciphertexts do not leak information. However, in SE the main information leakage comes from the trapdoor/query, which is not taken into account in the IND-CPA security model. Thus, IND-CPA security is not considered to be the right notion of security for SE.

The first notion of security in the context of SE was introduced by Goh [92] (Section 2.3.1), who defines security for indexes known as semantic security (indistinguishability) against adaptive chosen keyword attacks (IND1-CKA). IND1-CKA makes sure, that \( A \) cannot deduce the document’s content from its index. An IND1-CKA secure scheme generates indexes that appear to contain the same number of words for equal size documents (in contrast to unequal size documents). This means, that given two encrypted documents of equal size and an index, \( A \) cannot decide which document is encoded in the index. IND1-CKA was proposed for “secure indexes”, a secure data structure with many...
uses next to SSE. Goh remarks, that IND1-CKA does not require the trapdoors to be secure, since it is not required by all applications of secure indexes.

Chang and Mitzenmacher [64] introduced a new simulation-based IND-CKA definition which is a stronger version of IND1-CKA in the sense that an adversary cannot even distinguish indexes from two unequal size documents. This requires, that unequal size documents have indexes that appear to contain the same number of words. In addition, Chang and Mitzenmacher tried to protect the trapdoors with their security definition. Unfortunately, their formalization of the security notion was incorrect, as pointed out by Curtmola et al. [75], and can be satisfied by an insecure SSE scheme.

Later, Goh introduced the IND2-CKA security definition which protects the document size like Chang and Mitzenmacher’s definition, but still does not provide security for the trapdoors. Both IND1/2-CKA security definitions are considered weak in the context of SE because they do not guarantee the security of the trapdoors, i.e., they do not guarantee that the server cannot recover (information about) the words being queried from the trapdoor.

Curtmola et al. [75] revisited the existing security definitions and pointed out, that previous definitions are not adequate for SSE, and that the security of indexes and the security of trapdoors are inherently linked. They introduce two new adversarial models for searchable encryption, a non-adaptive (IND-CKA1) and an adaptive (IND-CKA2) one, which are widely used as the standard definitions for SSE to date. Intuitively, the definitions require that nothing should be leaked from the remotely stored files and index beyond the outcome and the search pattern of the queries. The IND-CKA1/2 security definitions include security for trapdoors and guarantee that the trapdoors do not leak information about the keywords (except for what can be inferred from the search and access patterns). Non-adaptive definitions only guarantee the security of a scheme, if the client generates all queries at once. This might not be feasible for certain (practical) scenarios [75]. The adaptive definition allows $A$ to choose its queries as a function of previously obtained trapdoors and search outcomes. Thus, IND-CKA2 is considered a strong security definition for SSE.

In the asymmetric (public key) setting (see Boneh et al. [47]), schemes do not guarantee security for the trapdoors, since usually the trapdoors are generated using the public key. The definition in this setting guarantees, that no information is learned about a keyword unless the trapdoor for that word is available. An adversary should not be able to distinguish between the encryptions of two challenge keywords of its choice, even if it is allowed to obtain trapdoors for any keyword (except the challenge keywords). Following the previous notion, we use PK-CKA2 to denote indistinguishability against adaptive chosen keyword attacks of public key schemes in the remainder of this survey.

Several schemes adapt the above security definitions to their setting. We will explain these special purpose definitions in the individual sections and mark them in the overview tables.

Other security definitions were introduced and/or adapted for SE as follows:

- Universal composability (UC) is a general-purpose model which says, that protocols remain secure even if they are arbitrarily composed with other instances of the same or other protocols. The KO scheme [119] (Section 2.3.1) provides IND-CKA2 security in the UC model (denoted as
UC-CKA$_2$ in the reminder), which is stronger than the standard IND-CKA$_2$.

- **Selectively secure (SEL-CKA)** [61] is similar to PK-CKA$_2$, but the adversary $A$ has to commit to the search keywords at the beginning of the security game instead of after the first query phase.

- **Fully Secure (FS)** is a security definition in the context of SSE introduced by Shen et al. [167], that allows nothing to be leaked, except for the access pattern.

**Deterministic Encryption.** Deterministic encryption involves no randomness and thus produces always the same ciphertext for a given plaintext and key. In the public key setting, this implies that a deterministic encryption can never be IND-CPA secure, as an attacker can run brute force attacks by trying to construct all possible plaintext-ciphertext pairs using the encryption function. Deterministic encryption allows more efficient schemes, whose security is weaker than using probabilistic encryption. Deterministic SE schemes try to address the problem of searching in encrypted data from a practical perspective where the primary goal is efficiency. An example of an immediate security weakness of this approach is that deterministic encryption inherently leaks message equality. Bellare et al.’s [29] (Section 2.4.2) security definition for deterministic encryption in the public key setting is similar to the standard IND-CPA security definition with the following two exceptions. A scheme that is secure in Bellare et al.’s definition requires plaintexts with large min-entropy and plaintexts that are independent from the public key. This is necessary to circumvent the above stated brute force attack; here large min-entropy ensures that the attacker will have a hard time brute-forcing the correct plaintext-ciphertext pair. The less min-entropy the plaintext has, the less security the scheme achieves. Amanatidis et al. [12] (Section 2.3.1) and Raykova et al. [157] (Section 2.3.2) provide a similar definition for deterministic security in the symmetric setting. Also for their schemes, plaintexts are required to have large min-entropy. Deterministic encryption is not good enough for most practical purposes, since the plaintext data usually has low min-entropy and thus leaks too much information, including document/keyword similarity.

**Random Oracle Model vs. Standard Model.** Searchable encryption schemes might be proven secure (according to the above definitions) in the random oracle model [23] (ROM) or the standard model (STM). Other models, e.g., generic group model exist, but are not relevant for the rest of the survey. The STM is a computational model in which an adversary is limited only by the amount of resources available, i.e., time and computational power. This means, that only complexity assumptions are used to prove a scheme secure. The ROM replaces cryptographic primitives by idealized versions, e.g., replacing a cryptographic hash function with a genuinely random function. Solutions in the ROM are often more efficient than solutions in the STM, but have the additional assumption of idealized cryptographic primitives.

### 2.3 Single Writer Schemes ($s/\ast$)

This section deals with the S/S and S/M schemes.
• Encrypt \((k', k''', M = (w_i))\):
  1. Encrypt \(w_i\) with a deterministic encryption algorithm and split \(X_i = E_{k'''}(w_i)\) into two parts \(X_i = (L_i, R_i)\).
  2. Generate the pseudo-random value \(S_i\).
  3. Calculate the key \(k_i = f_{k'}(L_i)\).
  4. Compute \(F_{k_i}(S_i)\), where \(F(\cdot)\) is a pseudo-random function, and set \(Y_i = \langle S_i, F_{k_i}(S_i) \rangle\).
  5. Output the searchable ciphertext as \(C_i = X_i \oplus Y_i\).

• Trapdoor \((k', k''', w)\):
  1. Encrypt \(w\) as \(X = E_{k'''}(w)\), where \(X\) is split into two parts \(X = \langle L, R \rangle\).
  2. Compute \(k = f_{k'}(L)\).
  3. Output \(T_w = \langle X, k \rangle\).

• Search \((T_w = \langle X, k \rangle)\):
  1. Check whether \(C_i \oplus X\) is of the form \(\langle s, F_k(s) \rangle\) for some \(s\).

Figure 2.3: Algorithmic description of the Song, Wagner and Perrig scheme.

2.3.1 Single Writer/Single Reader (S/S)

In a single writer/single reader (S/S) scheme the secret key owner is allowed to create searchable content and to generate trapdoors to search. The secret key should normally be known only by one user, who is the writer and the reader using a symmetric encryption scheme. However, other scenarios, e.g., using a PKE and keeping the public key secret, are also possible, but result in less efficient schemes.

Single Equality Test

With an equality test we mean an exact keyword match for a single search keyword.

Sequential Scan. Song et al. [171] (SWP) propose the first practical scheme for searching in encrypted data by using a special two-layered encryption construct that allows to search the ciphertexts with a sequential scan. The idea is to encrypt each word separately and then embed a hash value (with a special format) inside the ciphertext. To search, the server can extract this hash value and check, if the value is of this special form (which indicates a match). The disadvantages of SWP are that it has to use fix-sized words, that it is not compatible with existing file encryption standards and that it has to use their specific two-layer encryption method which can be used only for plain text data and not for example on compressed data.

Details: To create searchable ciphertext (cf. Figure 2.4a), the message is split into fixed-size words \(w_i\) and encrypted with a deterministic encryption algorithm \(E(\cdot)\). Using a deterministic encryption is necessary to generate the correct trapdoor. The encrypted word \(X_i = E(w_i)\) is then split into two parts \(X_i = \langle L_i, R_i \rangle\). A pseudo-random value \(S_i\) is generated, e.g., with help of a stream cipher. A key \(k_i = f_{k'}(L_i)\) is calculated (using a pseudo-random function \(f(\cdot)\)) and used for the keyed hash function \(F(\cdot)\) to hash the value \(S_i\). This results in the value \(Y_i = \langle S_i, F_{k_i}(S_i) \rangle\) which is used to encrypt \(X_i\) as \(C_i = X_i \oplus Y_i\), where \(\oplus\) denotes the XOR.
To search, a trapdoor is required. This trapdoor contains the encrypted keyword to search for \( X = E(w) = (L, R) \) and the corresponding key \( k = f_k(L) \). With this trapdoor, the server is now able to search (cf. Figure 2.4b), by checking for all stored ciphertexts \( C_i \), if \( C_i \oplus X \) is of the form \( \langle s, F_k(s) \rangle \) for some \( s \). If so, the keyword was found. The detailed algorithm is shown in Figure 2.3.

**Efficiency:** The complexity of the encryption and search algorithms is linear in the total number of words per document (i.e., worst case). To encrypt, one encryption, one XOR, and two pseudo-random functions have to be computed per word per document. The trapdoor requires one encryption and a pseudo-random function. The search requires one XOR and one pseudo-random function per word per document.

**Security:** SWP is the first searchable encryption scheme and uses no formal security definition for SE. However, SWP is IND-CPA secure under the assumption that the underlying primitives are proven secure/exist (e.g., pseudo-random functions). IND-CPA security does not take queries into account and is thus of less interest in the context of SE. SWP leaks the potential positions (i.e., positions, where a possible match occurs, taking into account a false positive rate, e.g., due to collisions) of the queried keywords in a document. After several queries it is possible to learn the words inside the documents with statistical analysis.

**See also:** Brinkman et al. [56] show that the scheme can be applied to XML data. SWP is used in CryptDB [156].

**Secure Indexes per Document.** Goh [92] addresses some of the limitations (e.g., use of fixed-size words, special document encryption) of the SWP scheme by adding an index for each document, which is independent of the underlying encryption algorithm. The idea is to use a Bloom filter (BF) [35] as a per document index.

A BF is a data structure which is used to answer set membership queries. It is represented as an array of \( b \) bits which are initially set to \( 0 \). In general...
the filter uses \( r \) independent hash functions \( h_t \), where \( h_t : \{0,1\}^* \rightarrow [1,b] \) for \( t \in [1,r] \), each of which maps a set element to one of the \( b \) array positions. For each element \( e \) (e.g., keywords) in the set \( S = \{e_1, \ldots, e_m\} \) the bits at positions \( h_1(e_i), \ldots, h_r(e_i) \) are set to 1. To check whether an element \( x \) belongs to the set \( S \), check if the bits at positions \( h_1(x), \ldots, h_r(x) \) are set to 1. If so, \( x \) is considered a member of set \( S \).

By using one BF per document, the search time becomes linear in the number of documents. An inherent problem of using Bloom filters is the possibility of false positives. With appropriate parameter settings the false positive probability can be reduced to an acceptable level. Goh uses BF, where each distinct word in a document is processed by a pseudo-random function twice and then inserted into the BF. The second run of the pseudo-random function takes as input the output of the first run and, in addition, a unique document identifier, which makes sure that all BF look different, even for documents with the same keyword set. This avoids leaking document similarity upfront.

**Efficiency:** The index generation has to generate one BF per document. Thus the algorithm is linear in the number of distinct words per document. The BF lookup is a constant time operation and has to be done per document. Thus, the time for a search is proportional to the number of documents, in contrast to the number of words in the SWP scheme. The size of the document index is proportional to the number of distinct words in the document. Since a Bloom filter is used, the asymptotic constants are small, i.e., several bits.

**Security:** The scheme is proven IND1-CKA secure. In a later version of the paper, Goh proposed a modified version of the scheme which is IND2-CKA secure. Both security definitions do not guarantee the security of the trapdoors, i.e., they do not guarantee that the server cannot recover (information about) the words being queried from the trapdoor.

A disadvantage of BF is, that the number of 1’s is dependent on the number of BF entries, in this case the number of distinct keywords per document. As a consequence, the scheme leaks the number of keywords in each document. To avoid this leakage, padding of arbitrary words can be used to make sure that the number of 1’s in the BF is nearly the same for different documents. The price to pay is a higher false positive rate or a larger BF compared to the scheme without padding.

**Index per Document with Pre-Built Dictionaries.** Chang and Mitzenmacher [64] develop two index schemes (CM-I, CM-II), similar to Goh [92]. The idea is to use a pre-built dictionary of search keywords to build an index per document. The index is an \( m \)-bit array, initially set to 0, where each bit position corresponds to a keyword in the dictionary. If the document contains a keyword, its index bit is set to 1. CM-\(^*\) assume that the user is mobile with limited storage space and bandwidth, so the schemes require only a small amount of communication overhead. Both constructions use only pseudo-random permutations and pseudo-random functions. CM-I stores the dictionary at the client and CM-II encrypted at the server. Both constructions can handle secure updates to the document collection in the sense that CM-\(^*\) ensure the security of the consequent submissions in the presence of previous queries.
E is a semantic secure symmetric encryption scheme, \(t\) is a pseudo-random function and \(\pi, \psi\) are two pseudo-random permutations. \(\mathcal{D}(w)\) denotes the set of ids of documents that contain keyword \(w\).

- **Keygen(1^k, 1^1)**: Generate random keys \(s, y, z \stackrel{R}{\leftarrow} (0, 1)^k\) and output \(K = \{s, y, z, 1^1\}\).

- **BuildIndex(K, \mathcal{D} = \{\mathcal{D}_1\})**:
  1. Initialization:
     a) scan \(\mathcal{D}\) and build \(\Delta\), the set of distinct words in \(\mathcal{D}\). For each word \(w \in \Delta\), build \(\mathcal{D}(w)\);
     b) initialize a global counter \(\text{ctr} = 1\).
  2. Build array \(A\):
     a) for each \(w_1 \in \Delta\): (build a linked list \(L_1\) with nodes \(N_{i,j}\) and store it in array \(A\))
        i. generate \(\kappa_{i,0} \leftarrow \{0, 1\}^1\)
        ii. for \(1 \leq j \leq |\mathcal{D}(w_1)|\):
            - generate \(\kappa_{i,j} \leftarrow \{0, 1\}^1\) and set node \(N_{i,j} = \langle \text{id}(\mathcal{D}_{i,j})||\kappa_{i,j}||\psi_y(\text{ctr} + 1)\rangle\), where \(\text{id}(\mathcal{D}_{i,j})\) is the \(j^{th}\) identifier in \(\mathcal{D}(w_1)\);
            - compute \(E_{\kappa_{i,j-1}}(N_{i,j})\) and store it in \(A[\psi_y(\text{ctr})]\);
            - \(\text{ctr} = \text{ctr} + 1\)
     iii. for the last node of \(L_1\) (i.e., \(N_{i,(|\mathcal{D}(w_1)|)}\)), before encryption, set the address of the next node to NULL;
     b) let \(m' = \sum_{w_1 \in \Delta} |\mathcal{D}(w_1)|\). If \(m' < m\), then set remaining \((m - m')\) entries of \(A\) to random values of the same size as the existing \(m'\) entries of \(A\).
  3. Build look-up table \(T\):
     a) for each \(w_1 \in \Delta\):
        i. value = \(\text{addr}(A(N_{i,1}))||\kappa_{i,0} \oplus f_y(w_1)\);
        ii. set \(T[\pi_x(w_1)] = \text{value}\).
     b) if \(|\Delta'| < |\Delta|\), then set the remaining \(|\Delta| - |\Delta'|\) entries of \(T\) to random values.
  4. Output \(I = (A, T)\).

- **Trapdoor(w)**: Output \(T_w = (\pi_x(w), f_y(w))\).

- **Search(I, T_w)**:
  1. Let \(T_w = (\gamma, \eta)\). Retrieve \(\theta = T[\gamma]\). Let \(\langle \alpha || \kappa \rangle = \theta \oplus \eta\).
  2. Decrypt \(L\) starting with the node at address \(\alpha\) encrypted under key \(\kappa\).
  3. Output the list of document identifiers in \(L\).

Figure 2.5: Algorithmic description of the first Curtmola et al. [75] scheme (CGK^+1-I). This scheme uses an inverted index and achieves sublinear (optimal) search time.
EFFICIENCY: The CM-s schemes associate a masked keyword index to each document. The index generation is linear in the number of distinct words per document. The time for a search is proportional to the total number of documents. CM-II uses a two-round retrieval protocol, whereas CM-I only requires one round for searching.

SECURITY: CM introduce a new simulation-based IND-CKA definition which is a stronger version of IND1-CKA. This new security definition has been broken by Curtmola et al. [75]. CM-s still are at least IND2-CKA secure.

In contrast to other schemes, which assume only an honest-but-curious server, the authors discuss some security improvements that can deal with a malicious server which sends either incorrect files or incomplete search results back to the user.

INDEX PER KEYWORD AND IMPROVED DEFINITIONS. Curtmola et al. [75] (CGK+I, CGK+II) propose two new constructions (CGK+I, CGK+II) where the idea is to add an inverted index, which is an index per distinct word in the database instead of per document (cf. Figure 2.2b). This reduces the search time to the number of documents that contain the keyword. This is not only sub-linear, but optimal.

Details (CGK+I): The index consists of i) an array A made of a linked list L per distinct keyword and ii) a look-up table T to identify the first node in A. To build the array A, we start with a linked list L_i per distinct keyword w_i (cf. Figure 2.6a). Each node N_{i,j} of L_i consists of three fields \langle a || b || c \rangle, where a is the document identifier of the document containing the keyword, b is the key \kappa_{i,j} which is used to encrypt the next node and c is a pointer to the next node or \emptyset. The nodes in array A are scrambled in a random order and then encrypted. The node N_{i,j} is encrypted with the key \kappa_{i,j-1} which is stored in the previous node N_{i,j-1}. The table T is a look-up table which stores per keyword w_i a node N_{i,0} which contains the pointer to the first node N_{i,1} in L_i and the corresponding key \kappa_{i,0} (cf. Figure 2.6b). The node N_{i,0} in the look-up table is encrypted (cf. Figure 2.6c) with f_y(w_i) which is a pseudo-random function dependent on the keyword w_i. Finally, the encrypted N_{i,0} is stored at position \pi_z(w_i), where \pi is a pseudo-random permutation. Since the decryption key and the storage position per node are both dependent on the keyword, trapdoor generation is simple and outputs a trapdoor as T_w = (\pi_z(w), f_y(w))

The trapdoor allows the server to identify and decrypt the correct node in T which includes the position of the first node and its decryption key. Due to the nature of the linked list, given the position and the correct decryption key for the first node, the server is able to find and decrypt all relevant nodes to obtain the documents identifiers. The detailed algorithm is shown in Figure 2.5.

EFFICIENCY: CGK+ propose the first sub-linear scheme that achieve optimal search time. The index generation is linear in the number of distinct words per document. The server computation per search is proportional to |D(w)|, which is the number of documents that contain a word w. CGK+II search is proportional to |D''(w)|, which is the maximum number of documents that contain a word w.

Both CKG schemes use a special data structure (FKS dictionary [83]) for a look-up table. This makes the index more compact and reduces the
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**Figure 2.6: BuildIndex algorithm of Curtmola et al. (CGK-I) [75].**

- **Look-up time to $O(1)$.** Updates are expensive due to the representation of the data. Thus, the scheme is more suitable for a static database than a dynamic one.

- **Security:** CGK-I is consistent with the new IND-CKA1 security definition.
  CGK-II achieves IND-CKA2 security, but requires higher communication costs and storage on the server than CGK-I.

---

**Efficiently-Searchable Authenticated Encryption.** Amanatidis et al. [12] (ABO) propose two schemes using deterministic message authentication codes (mac) to search. The idea of ABO-I (mac-and-encrypt) is to append a deterministic mac to an IND-CPA secure encryption of a keyword. The idea of ABO-II (encrypt-with-mac) is to use the mac of the plaintext (as the randomness) inside of the encryption. The schemes can use any IND-CPA secure symmetric encryption scheme in combination with a deterministic mac.

ABO also discuss a prefix-preserving search scheme. To search with ABO-I, the client simply generates the mac of a keyword and stores it together with the encrypted keyword on the server. The server searches through the indexed macs to find the correct answer. In ABO-II, the client calculates the mac and embeds it inside the ciphertext for the keyword. The server searches for the queried ciphertexts.

- **Efficiency:** In ABO, the index generation per document is linear in the number of words. Both schemes require a mac and an encryption per keyword. The search is a simple database search and takes logarithmic-time $O(\log v)$ in the database size.

- **Security:** ABO define security for searchable deterministic symmetric encryption like Bellare et al. [29] (Section 2.4.2) which ABO call IND-EASE. Both schemes are proven IND-EASE secure. ABO-I is secure under the
assumption that the encryption scheme is IND-CPA secure and the mac is unforgeable against chosen message attacks (uf-cma) and privacy preserving. ABO-II is secure, if the encryption scheme is IND-CPA secure and the mac is a pseudo-random function.

**See also:** Deterministic encryption in the M/M setting [29](Section 2.4.2).

**Index per keyword with efficient updates.** Van Liesdonk et al. [177] propose two schemes (LSD-I, LSD-II) that offer efficient search and update, which differ in the communication and computation cost. LSD-* use the same idea and are closely related to the CGK schemes (one index per keyword) but in contrast the LSD schemes support efficient updates of the database.

**Efficiency:** In LSD-I, the index generation per document is linear in the number of distinct words. The algorithm uses only simple primitives like pseudo-random functions. The search time is logarithmic in the number of unique keywords stored on the server. LSD-I is an interactive scheme and requires two rounds of communication for the index generation, update, and search algorithms. LSD-II is non-interactive by deploying a hash chain at the cost of more computation for the search algorithm.

**Security:** The authors prove their schemes IND-CKA2 secure.

**Structured encryption for labeled data.** Chase and Kamara [65] (CK) proposed an adaptively secure construction that is based on CGK+-I. The idea is to generate an inverted index in form of a padded and permuted dictionary. The dictionary can be implemented using hash tables, resulting in optimal search time.

**Efficiency:** The index generation requires one initial permutation and two pseudo-random functions per distinct keyword in the database. The search requires the server to searches for the position of the desired query keyword and to decrypt the stored values, which are the document ids of the matching documents.

**Security:** CK define a generalization of IND-CKA2 security where the exact leakage (e.g., the access or search pattern) can be influenced through leakage functions. This allows them to also hide the data structure from adversaries. However, their actual construction still leaks the access and search pattern. Conceptually, their scheme is IND-CKA2 secure and in addition hides the data structure.

**See also:** CK is based on CGK+-I [75] (cf. Section 2.3.1).

**Verifiable SSE.** Kurosawa and Ohtaki [119] (KO) propose a verifiable SSE scheme that is secure against active adversaries and/or a malicious server. The idea is to include a MAC tag inside the index to bind a query to an answer. KO use only PRFs and MACs for building the index. KO define security against active adversaries, which covers keyword privacy as well as reliability of the search results.

**Efficiency:** Index generation requires \( n \) PRFs and \( n \) MACs per keyword in the database, where \( n \) is the number of documents. To search, the server performs \( n \) table look-ups. Verification of the results requires \( n \) MACs.

**Security:** KO is proven universally composable (UC) secure. KO’s UC security is stronger than IND-CKA2 (cf. Section 2.2.3).
2.3 Single Writer Schemes (s/+)

See also: KO is based on CGK\(^{+}\)-II [75] (cf. Section 2.3.1).

Dynamic SSE. Kamara et al. [109] (KPR) propose an extension for the CGK\(^{+}\)-I scheme, to allow efficient updates (add, delete, and modify documents) of the database. The idea is to add a deletion array to keep track of the search array positions that need to be modified in case of an update. In addition KPR use homomorphically encrypted array pointers to modify the pointers without decrypting. To add new documents, the server uses a free list to determine the free positions in the search array. KPR uses only PRFs and XORs.

Efficiency: KPR achieves optimal search time, while at the same time handling efficient updates. Index generation requires 8 PRFs per keyword. To search, the server performs a table look-up for the first node and decrypts the following nodes by performing an XOR operation per node. Each node represents a document that contains the search keyword.

Security: KPR define a variant of IND-CKA\(_2\) security that, similar to CK (cf. Section 2.3.1), allows for parametrized leakage and in addition is extended to include dynamic operations (like adding and deleting items). Conceptually, their security definition is a generalization of IND-CKA\(_2\). Updates leak a small amount of information, i.e., the trapdoors of the keywords contained in an updated document. They prove the security in the random oracle (RO) model.

See also: KPR is an extension of CGK\(^{+}\)-I [75] (cf. Section 2.3.1).

Parallel and Dynamic SSE. Kamara and Papamanthou [108] (KP) use the advances in multi-core architectures to propose a new dynamic SSE scheme which is highly parallelizable. KP provide a new way to achieve sublinear search time that is not based on Curtmola et al.’s scheme. The idea is to use a tree-based multi-map data structure per keyword which they call keyword red-black (KRB) trees. KRB trees are similar to binary trees with pointers to a file as leaves. Each node stores information, if at least one of its following nodes is a path to a file identifier containing the keyword. These KRB trees can be searched in \(O(D(v) \log n)\) sequential time or in parallel \(O\left(\frac{D(v)}{p} \log n\right)\), where \(p\) is the number of processors. KP also allows efficient updates, but with 1.5 rounds of interaction.

Efficiency: Encryption requires per distinct keyword in the database \(2n - 1\) (nodes per tree) encryptions, where \(n\) is the number of documents. That is each node of a KRB tree per keyword. Search requires \((D(v) \log n)\) decryptions.

Security: KP define a variant of CKA\(_2\) security, which is slightly stronger than KPR’s (cf. Section 2.3.1) CKA\(_2\) variant. The difference is that during an update operation (performed before any search operation) no information is leaked. Conceptually, their security definition is a generalization of IND-CKA\(_2\). KP prove the security in the RO model.

Conjunctive Keyword Search

With conjunctive keyword search we mean schemes that allow a client to find documents containing all of several keywords in a single query, i.e., single run over the encrypted data. Building a conjunctive keyword search scheme from
a single keyword scheme in a naïve way provides the server with a trapdoor for each individual keyword. The server performs a search for each of the keywords separately and returns the intersection of all results. This approach leaks which documents contain each individual keyword and may allow the server to run statistical analysis to deduce information about the documents and/or keywords.

**First Conjunctive Search Schemes.** Golle et al. [97] (GSW) pioneer the construction of conjunctive keyword searches and present two SE schemes (GSW-I, GSW-II). Their idea for conjunctive searches is to assume that there are special keyword fields associated with each document. Emails for example could have the keyword fields: “From”, “To”, “Date”, and “Subject”. Using keyword fields, the user has to know in advance where (in which keyword field) the match has to occur. The communication and storage cost linearly depend on the number of stored data items (e.g., emails) in the database. Hence, GSW-∗ are not suitable for large scale databases.

**Efficiency:** Encryption in GSW-I requires $1 + v$ exponentiations per document, where $v$ is the number of keywords per document. GSW-I requires two modular exponentiations per document for each search. The size of a trapdoor is linear in the total number of documents. Most of the communication can be done off-line, because the trapdoor is split into two parts and the first part, which is independent of the conjunctive query that the trapdoor allows, can be transmitted long before a query. The second part of the trapdoor is a constant amount of data which depends on the conjunctive query that the trapdoor allows and therefore must be sent online at query time. After receiving a query, the server combines it with the first part to obtain a full trapdoor.

Encryption in GSW-II requires the client to compute $2v + 1$ exponentiations. To search, the server has to perform $2k + 1$ symmetric prime order pairings per document ( $k$ is the number of keywords to search). The size of a trapdoor is constant in the number of documents, but linear in the number of keyword fields. GSW-II doubles the storage size on the server compared to GSW-I.

**Security:** GSW extend the IND$_1$-CKA definition to conjunctive keyword searches, meaning that for empty conjunctions (i.e., when querying a single keyword) the definition is the same as IND$_1$-CKA. Therefore, we can say that GSW-I is proven IND$_1$-CKA secure in the RO model. The security relies on the Decisional Diffie-Hellman (DDH) [39] assumption. The security of GSW-II relies on a new, non-standard, hardness assumption and is also proven to be IND$_1$-CKA secure.

**Secure in the Standard Model.** Ballard et al. [19] (BKM) propose a construction for conjunctive keyword searches, where the idea is to use Shamir’s Secret Sharing [165] (SSS). BKM requires keyword fields.

**Efficiency:** BKM requires a trapdoor size that is linear in the number of documents being searched. Index generation uses a pseudo-random function per keyword. The trapdoor and search algorithms need to perform a standard polynomial interpolation for the SSS per document.
security: BKM is proven secure under the same extended IND1-CKA definition as GSW (cf. Section 2.3.1). The security is based on the security of SSS in the standard model (ST).

Constant Communication and Storage Cost. Byun et al. [57] (BLL) construct a conjunctive keyword search scheme with constant communication and storage cost. The idea is to improve the communication and storage costs necessary for large databases by using bilinear maps. Communication of BLL is more efficient than both schemes by Golle et al., but encryption is less efficient. BLL requires keyword fields.

Efficiency: BLL uses symmetric prime order bilinear maps. The encryption requires one bilinear map per keyword in a document. The search requires two bilinear maps per document.

security: BLL use the same extended IND1-CKA definition for conjunctive queries as GSW (cf. Section 2.3.1). The security of the scheme relies on a new multi decisional bilinear Diffie-Hellman (MBDH) assumption, which the authors prove to be equivalent to the decisional Bilinear Diffie-Hellman (BDH) assumption [42, 107]. BLL is proven secure under the mentioned extended version of IND1-CKA in the RO model under the BDH assumption.

Smaller Trapdoors. Ryu and Takagi [161] (RT) propose an efficient construction for conjunctive keyword searches where the size of the trapdoors for several keywords is nearly the same as for a single keyword. The idea is to use Kiltz an Galindo’s work [116] on identity-based key encapsulation. RT requires keyword fields.

Efficiency: RT uses asymmetric pairings [42] in groups of prime order. Encryption requires one pairing per document and the server has to perform two pairings per document to search. RT achieves better performance than previous schemes (computational and communication costs) and has almost the same communication cost as that of searching for a single keyword.

security: RT use the extended IND1-CKA definition for conjunctive queries (cf. GSW in Section 2.3.1). RT is proven secure under their extended IND1-CKA definition in the RO model under their new variant of the External Diffie-Hellman (XDH) assumption, in which the DDH problem is mixed with a random element of $G_2$. They call this the external co-Diffie-Hellman (coXDH) assumption. The XDH assumption was first introduced by Scott [163] and later formalized by Boneh et al. [46] and Ballard et al. [18].

Keyword Field Free Conjunctive Keyword Search. Wang et al. [182] (WWP-III) present the first keyword-field free conjunctive keyword search scheme which is proven secure in the ST model. The idea is to remove the keyword fields by using a bilinear map per keyword per document index.

Efficiency: WWP-III uses symmetric bilinear pairings of prime order. The index generation constructs a $v'$-degree polynomial per document, where $v'$ is the number of distinct keywords contained in the document. The algorithm requires $v' + 1$ exponentiations per document. A search requires a bilinear map per keyword per document index. The size of a
query/trapdoor is linear in the number of keywords contained in the index.

**Security:** WWP-III is proven secure in the ST model under the extended version of IND1-CKA from GSW (cf. Section 2.3.1). The security is based on the discrete logarithm (DL) assumption \([77]\) and the 1-decisional Diffie-Hellman inversion (1-DDHI) assumption \([60]\).

**See Also:** The authors also extend WWP-III to dynamic groups in the M/M setting (cf. Section 2.4.2). The first keyword-field free conjunctive keyword search scheme in the RO model is due to Wang et al. \([181]\) (cf. Section 2.4.2).

**Sub-linear Conjunctive Keyword Search.** Cash et al. \([63]\) (CJJ\(^+\)) recently proposed the first sub-linear SSE construction supporting conjunctive queries for arbitrarily-structured data. The construction is based on the inverted index approach of Curtmola et al. \([75]\) (Section 2.3.1). CJJ\(^+\) provide a highly scalable implementation. The idea is to query for the estimated least frequent keyword first and then filter the search results for the other keywords. The search protocol is interactive in the sense, that the server replies to a query with encrypted document ids. The client has to decrypt these ids before retrieving the corresponding documents.

**Efficiency:** The index generation requires for each distinct keyword \(v''\) in the database, that for all \(D(v)\) (documents that contain the keyword) six pseudo-random functions, one encryption, and one exponentiation is computed. A search requires the server to perform two PRF, one XOR, and \((k - 1)\) exponentiation per document that contain the query keyword \(D(v)\), where \(k\) is the number of keywords in the trapdoor.

**Security:** CJJ\(^+\) define a generalization of IND-CKA\(2\) for conjunctive queries which is parametrized by leakage functions. CJJ\(^+\) is proven IND-CKA\(2\) secure under their generalized definition under the DDH assumption.

**Extended Queries**

In this section we will discuss schemes, that allow more powerful queries, e.g., fuzzy search and inner products.

**Fuzzy/Similarity Search Using Hamming Distance.** Park et al. \([151]\) (PKL\(^+\)) propose a method to search for keywords with errors over encrypted data, based on approximate string matching. To search for similar words, the idea is to encrypt a word character by character and use the Hamming distance to search for similar keywords. Because character-wise encryption is not secure (domain is too limited) they design a new encryption algorithm. PKL\(^+\) comes in two versions. PKL\(^+\)-I is more secure (i.e., achieves query privacy) and PKL\(^+\)-II is more efficient.

**Efficiency:** PKL\(^+\)-\(*\) use only pseudo-random functions, pseudo-random generators, one-way functions, and exponentiations. The index generation of PKL\(^+\)-I requires one PRF, one hash, and one exponentiation per character, per keyword, per document. The trapdoor generation requires a PRF per character of the keyword. To search, the server has to generate a pattern which requires a hash and two exponentiations per character per keyword per stored index. The search of PKL\(^+\)-I is linear in the
number of documents and requires the server to compute the Hamming distance between the pattern and a keyword, per keyword per index. The *index generation* of PKL⁺-II requires a PRF and a hash per character per keyword per document. The trapdoor algorithm takes $m \cdot l$ PRF, where $m$ is the number of keyword fields and $l$ the number of characters of the keyword. The pattern generation requires $m \cdot l$ hash functions and the *search of PKL⁺-II* has to calculate $m$ Hamming distances per index stored on the server.

**Security:** PKL⁺ redefine IND1-CKA to their setting, by allowing the Hamming distance to leak. The security of PKL⁺ is based on the DDH assumption. Both PKL⁺ schemes are proven secure under their IND1-CKA definition in the RO model. PKL⁺-II does not achieve query privacy, since no random factor in the trapdoor generation is used.

**Fuzzy Search Using Locality Sensitive Hashing.** Adjedj et al. [10] (ABC⁺) propose a fuzzy search scheme for biometric identification. The idea is to use locality sensitive hashing (LSH) to make sure, that similar biometric readouts from the same person are hashed to the same value. LSH outputs (with high probability) the same hash value for inputs with small Hamming distance. The LSH values are then used in combination with the CGK⁺-II scheme (Section 2.3.1). After a search, the results have to be decrypted on the client.

**Efficiency:** Encryption requires $b$ hash functions, PRPs, and Encryptions per document (here: user of the identification system), where $b$ is the number of hash functions used for the LSH. The search consists of $b \cdot D''(w)$ database searches, where $D''(w)$ is the maximum number of user identifiers for a biometric template $w$.

**Security:** ABC⁺ use the standard CGK⁺-II scheme and is thus IND-CKA₂ secure.

**See Also:** Curtmola et al. [75] (Section 2.3.1).

**Fully Secure Search Based on Inner Products.** Shen et al. [167] (SSW) present a symmetric-key predicate encryption scheme which is based on inner products. The idea is to represent the trapdoor and the searchable content as vectors and calculate the inner product of those during the search phase. Thus, SSW does not leak which of the search terms matches the query. SSW introduce the notion of predicate privacy (tokens leak no information about the encoded query predicate). SSW also give a definition for fully secure predicate encryption, which means, that nothing should be leaked, except for the access pattern. The dot product enables more complex evaluations on disjunctions, polynomials, and CNF/DNF formulae.

**Efficiency:** SSW uses composite order symmetric bilinear pairings where the order of the group is the product of four primes. Encryption requires $6v + 2$ exponentiations per document, where $v$ is the number of keywords. Trapdoor generation requires $8v$ exponentiations and the search algorithm requires $2v + 2$ pairings per document.

**Security:** The security of SSW relies on three assumptions: (i) the generalized Assumption 1 from Katz et al. [112] (GKA₁), (ii) the generalized 3-party Diffie-Hellman (C₃DH) [43] assumption, and (iii) the decisional
linear (DLIN) assumption [46]. SSW is proven single challenge (SC) (attacker is limited to a single instance of the security game) fully secure (FS) in the selective model (SEL) [61], where an adversary commits to an encryption vector at the beginning of the security game. SSW hides the search pattern.

**Fuzzy Search Using Edit Distance.** Li et al. [125] (LWW⁺) propose a search scheme for fuzzy keyword searches based on pre-specified similarity semantics using the Edit distance (number of operations (substitution, deletion, insertion) required to transform one word into another). The idea is to pre-compute fuzzy keyword sets \( S_{k,d} = \{ S'_{k,0}, S'_{k,1}, \ldots, S'_{k,d} \} \) with Edit distance \( d \) per keyword \( k \) and store them encrypted on the server. The trapdoors are generated in the same manner, so that the server can test for similarity. The set \( S_{CAT,1} \) can be constructed as follows, where each \( * \) represents an edit operation on that position:

\[
S_{CAT,1} = \{ CAT, *CAT, *AT, C*AT, C*T, CA*T, CA*, CAT* \}.
\]

The number of set elements is

\[
\sum_{y=0}^{d} \sum_{x=1}^{l+y} \binom{x}{y},
\]

where \( d \) is the distance and \( l \) the length of the keyword in characters. The search is interactive and requires two rounds to retrieve the documents.

**Efficiency:** Encryption requires the client to first construct the fuzzy sets. For each element of the set a pseudo-random function has to be computed. Upon receiving the trapdoor keyword set the search consists of a comparison per set element per document.

**Security:** LWW⁺ slightly modify the IND-CKA1 definition by allowing the encrypted index to leak the Edit distance between the plaintexts underlying the ciphertexts. They prove their scheme secure in this modified IND-CKA1 definition.

**Efficient Similarity Search.** Kuzu et al. [120] (KIK) propose a generic similarity search construction based on locality sensitive hashing (LSH) and Bloom filter (BF) (cf. Adjedj et al. [10] in Section 2.3.1 and Bringer et al. [55] in Section 2.4.1). The idea for their keyword search scheme is to represent keywords as \( n \)-grams and insert each \( n \)-gram into the BF using LSH. To measure the distance for the similarity search, the Jaccard distance is used. The protocol is interactive and requires two rounds of communication to retrieve the matching documents.

**Efficiency:** Index generation requires a metric space translation for each distinct keyword per document, \( b \) LSH functions per keyword and two encryptions per BF bucket. To search, the server has to search for \( b \) buckets in the first round. The client decrypts the search result and sends some document identifiers to the server. The server replies with the encrypted documents.

**Security:** KIK adapt the IND-CKA2 security definition of Curtmola et al. [75] (cf. Section 2.3.1) to their setting (allow the leakage of the similarity pattern) and prove their scheme IND-CKA2 secure under the adapted definition.

**Synthesis**

The S/S architecture has been the subject of active research for over a decade now and still new schemes are developed. Most of the schemes focus on single
and conjunctive keyword searches, but also more powerful queries are possible. The schemes, that try to achieve a higher level of security or a better query expressiveness are likely to be more complex or use more expensive primitives and are thus less efficient.

In the beginning of SE research with the S/S architecture, there were no formal security definitions for searchable encryption. It took several years until the first definitions were available and still researchers do not use a common security model to prove their schemes secure. Some schemes are based on new assumptions and not proven secure under standard or well known assumptions, which makes it hard to assess the security of a scheme and compare it to others. Also, some authors allow the leakage of the search pattern in their schemes, whereas others want to hide as much information as possible.

26 out of 27 schemes in the S/S setting leak at least the access pattern and the search pattern. Only SSW protects the search pattern by calculating the dot product of the trapdoor and the searchable content. Thus the schemes do not leak which of the keywords match the query, but the search complexity is linear in the number of keywords.

All but eight papers (cf. Table 2.1) propose schemes which achieve at best a search complexity of $O(n)$ which is linear in the number of documents stored in the database. The eight exceptions (cf. gray search fields in Table 2.1) introduce schemes, which achieve sub-linear search times. The schemes achieve at least a search complexity logarithmic in the total number of keywords in the database, since the search consists of a standard database search which can be realized using a binary or hash tree (LSD$^+\)$. Some schemes (CGK$^+$, CK, KPR, KP, CJJ$^+$) even achieve optimal search time, i.e., the number of documents that contain the query keyword. These schemes require deterministic trapdoors which inherently leak the search pattern, since the server can directly determine whether two searches use the same predicate. Another drawback of some of these schemes is interactivity, either in the database update (CGK$^+$) or in the update, search, and encrypt phase (LSD$^+$). This is due to the fact, that the database consists of an index per keyword (inverted index) instead of an index per document (forward index). The schemes achieve the best search complexity, but since the update operation is expensive, they are best suited for static databases. The implementation of the CJJ$^+$ scheme is the most scalable, but uses an interactive search protocol.

Table 2.1 gives a detailed overview of the computational complexity and the security of the different algorithms of the discussed schemes. The digest of the table can be found in the reading guidelines in Section 2.1.5 and the legend in Table 2.2.

2.3.2 **Single Writer/Multi Reader (S/M)**

In a single writer/multi reader (S/M) scheme the secret key owner is allowed to create searchable content, whereas a user-defined group is allowed to generate trapdoors.

For historical reasons, we start this section with a non-proven seminal scheme which is worth mentioning. The discussed schemes in this section allow only single equality test queries.
Table 2.1: Comparison of different S/S schemes. The legend is in Table 2.2.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Efficiency of algorithms</th>
<th>Security</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Encrypt</td>
<td>Trapdoor</td>
<td>Search</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWP [171]</td>
<td>vnE</td>
<td>kE</td>
<td>vnE</td>
</tr>
<tr>
<td>Goh [92]</td>
<td>v'nf</td>
<td>kf</td>
<td>knf</td>
</tr>
<tr>
<td>CM-I [64]</td>
<td>n(v' + v'')f</td>
<td>2kf</td>
<td>nf</td>
</tr>
<tr>
<td>CM-II [64]</td>
<td>n(v' + 2v'')f</td>
<td>2kf</td>
<td>n nf</td>
</tr>
<tr>
<td>CGK⁺⁻I [75]</td>
<td>3v''nf + nD''(v)E</td>
<td>2kf</td>
<td>D(v)D</td>
</tr>
<tr>
<td>CGK⁺⁻II [75]</td>
<td>nν''D''(v)f</td>
<td>kD''(v)f</td>
<td>D''(v)TLU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABO-I [12]</td>
<td>nν(h + E)</td>
<td>k(h + E)</td>
<td>ks</td>
</tr>
<tr>
<td>ABO-II [12]</td>
<td>nν(h + E)</td>
<td>k(h + E)</td>
<td>ks</td>
</tr>
<tr>
<td>LSD⁺⁻I [177]</td>
<td>νν''f + nD(v)(D + E)</td>
<td>kf</td>
<td>k(D + f)</td>
</tr>
<tr>
<td>LSD⁺⁻II [177]</td>
<td>νν''(H + E)</td>
<td>k(f + H)</td>
<td>D(v)(h + D)</td>
</tr>
<tr>
<td>CK [65]</td>
<td>2ν''f + D(v)E</td>
<td>2kf</td>
<td>D(v)D</td>
</tr>
<tr>
<td>KO [119]</td>
<td>2νν''f</td>
<td>nkf</td>
<td>n TLU</td>
</tr>
<tr>
<td>KPR [109]</td>
<td>8νν''f</td>
<td>3kf</td>
<td>D(v)D</td>
</tr>
<tr>
<td>KP [108]</td>
<td>(2n − 1)ν'(3f + E)</td>
<td>2kf</td>
<td>D(v) log nD</td>
</tr>
</tbody>
</table>

Continued on next page.
Table 2.1: Comparison of different S/S schemes (cont.). The legend is in Table 2.2.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Efficiency of algorithms</th>
<th>Security</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Encrypt</td>
<td>Trapdoor</td>
</tr>
<tr>
<td>Conjunctive Keyword Equality Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GSW-I [97]</td>
<td>n(v + 1)e</td>
<td>ne + kf</td>
</tr>
<tr>
<td>GSW-II [97]</td>
<td>n(2v + 1)e</td>
<td>3e + kf</td>
</tr>
<tr>
<td>BKM [19]</td>
<td>v'nf</td>
<td>ki</td>
</tr>
<tr>
<td>BLL [57]</td>
<td>vn$p_p^*$</td>
<td>3ke</td>
</tr>
<tr>
<td>RT [161]</td>
<td>n(v + 1)e + n$p_p^*$</td>
<td>(m + 1)e</td>
</tr>
<tr>
<td>WWP-III [182]</td>
<td>v'n</td>
<td>2kv'</td>
</tr>
<tr>
<td>CJJ+ [65]</td>
<td>$v''D(v)(6f + E + e)$</td>
<td>$D(v)(k - 1)e$</td>
</tr>
<tr>
<td>Single Fuzzy Keyword Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PKL+I [151]</td>
<td>lvn'e</td>
<td>klf</td>
</tr>
<tr>
<td>PKL+II [151]</td>
<td>2lvnf</td>
<td>mlf</td>
</tr>
<tr>
<td>ABC+ [10]</td>
<td>$nn'V'(h + f + E)$</td>
<td>$k'(bh + D''(v)f)$</td>
</tr>
<tr>
<td>LWW+ [125]</td>
<td>$n'k[Sf]$</td>
<td>$k[Sf]$</td>
</tr>
<tr>
<td>KIK [120]</td>
<td>$nn'V'(h + f + E)$</td>
<td>$kk'(h + f)$</td>
</tr>
<tr>
<td>Keyword Search based on Inner Product</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSW [167]</td>
<td>n(6v + 2)e</td>
<td>8ve</td>
</tr>
</tbody>
</table>

* secure primitives - scheme is secure, if the underlying primitives exist/are secure (generic construction)

** new non-standard hardness assumption

$^t$ security definition conceptually as the one stated, but tailored to a specific setting (see respective Section)
Table 2.2: Legend for S/S schemes.

<table>
<thead>
<tr>
<th>Amount</th>
<th>Primitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>( p_P^s )</td>
</tr>
<tr>
<td>( v )</td>
<td>( p_P^a )</td>
</tr>
<tr>
<td>( v' )</td>
<td>( p_{e^4}^s )</td>
</tr>
<tr>
<td>( v'' )</td>
<td>( e )</td>
</tr>
<tr>
<td>( k )</td>
<td>( f )</td>
</tr>
<tr>
<td>( l )</td>
<td>( h )</td>
</tr>
<tr>
<td>( m )</td>
<td>( H )</td>
</tr>
<tr>
<td>( D(v) )</td>
<td>( H )</td>
</tr>
<tr>
<td>( D''(v) )</td>
<td>( m )</td>
</tr>
<tr>
<td>( d )</td>
<td>( i )</td>
</tr>
<tr>
<td>(</td>
<td>S</td>
</tr>
<tr>
<td>( \sum_{y=0}^{d} \sum_{x=1}^{l+y} \binom{x}{y} ) (size of set)</td>
<td>( s, c )</td>
</tr>
<tr>
<td>( b )</td>
<td>( TLU )</td>
</tr>
</tbody>
</table>
Single Equality Test

Exact keyword match for a single search keyword.

WORTH MENTIONING. The following scheme does not fit in the structure of the survey by means of our selection criteria, since the authors do not provide a security proof. Nevertheless the idea of the authors is worth mentioning.

Using Bloom filter with group ciphers. Bellovin and Cheswick [30] (BC) present a multi-user scheme based on encrypted Bloom filters and group ciphers such as Pohlig-Hellman encryption. They introduce a semi-trusted third party which is able to cryptographically transform an encrypted search query for a users database to a query for another users database, without leaking the query to neither the third party nor the database owner. BC, like Goh, uses one Bloom filter per document. Instead of hash functions, a group cipher is used where operations can be done on encrypted data. Due to the use of a Bloom filter per document, BC allows false positives.

USING BROADCAST ENCRYPTION WITH SINGLE-USER SSE. Curtmola et al. [75] define SSE in a multi-user setting, where only the data owner is able to write to the document collection, but an arbitrary group of users is allowed to query the data. They propose a general construction, where the idea is to use broadcast encryption (BE) [80] on top of a single-user scheme. BE allows the data owner to distribute the secret key that is used for the SE scheme to a group of users. This allows all users in possession of the key to create trapdoors and thus to search. As an example they use their single-user SSE scheme as described in Section 2.3.1.

EFFICIENCY: The efficiency depends on the underlying SE scheme.

SECURITY: The security depends on the underlying SE scheme. Curtmola et al. provide a proof, that the new multi-user scheme achieves revocation, i.e., revoked users are no longer able to perform searches.

USING RE-ROUTABLE ENCRYPTION. The idea of Raykova et al. [157] (RVB+) is to introduce re-routable encryption that allows to transform encryptions under different keys without leaking the encrypted message. They use another entity (third party) a so called query router which protects the identity of the clients and checks their authorization on behalf of the server. Thus, their scheme allows to search other users data anonymously.

A client can submit an encrypted query to the query router, who checks the authorisation of the user. If the user is in the group of authorised users, the query router transforms the query and forwards it to the server. The server sends back the search results to the query router, which transforms the results and forwards them to the user. Due to the use of a Bloom filter per document, RVB+ allows for false positives.

EFFICIENCY: To achieve more efficiency (sub-linear in the size of the data) RVB+ sacrifice the strict definitions of security and privacy by using private key deterministic encryption and a Bloom filter index per document. The index generation algorithm has to create a Bloom filter per document. This takes time linear in the number of distinct keywords per document. The trapdoor generation is a single encryption of the search
word for the client and a transformation step for the query router. The search operation is a Bloom filter lookup per document.

**Security:** RVB$^+$ is the second discussed scheme that uses deterministic encryption. RVB$^+$ define DET-CCA security, following the idea of Bellare et al. [29] (Section 2.4.2). The construction is DET-CCA secure in the RO model under the DL hardness assumption. The system leaks the search pattern to the query router. The security is based on a trust assumption, which is achieved by splitting the server into several parties.

**See also:** The idea of using deterministic encryption as a trade-off between security and efficiency was first introduced by Bellare et al. [29] who defined deterministic encryption in the public key setting (see Section 2.4.2) and by Amanatidis et al. [12] in the symmetric key setting (Section 2.3.1).

**Using Bilinear Maps.** Yang et al. [186] (YLW) propose a new scheme, which is an adaptation of the M/M scheme from earlier work by Yang et al. [185] which is discussed in Section 2.4.2. In YLW, each authorized user has a distinct query key which allows easy user revocation and accountability. Revoked users lose all their search privileges, also on old data. The search algorithm uses symmetric bilinear maps of prime order. The idea is, that with the bilinear map, the users trapdoor (which includes the distinct user key), and a users helper key, the server can calculate a common key to search the index.

YLW requires a secure channel to send the query result back to the querying user, since all users share a single record encryption key, which allows also revoked users to decrypt the search result. The authors suggest to use a public key encryption to decrypt the results. The authors also present straightforward extensions for conjunctive and wildcard searches.

**Efficiency:** Encryption requires the client to compute a symmetric bilinear map of prime order per distinct keyword per document. The search algorithm needs to perform one pairing operation per search.

**Security:** YLW extend the IND-CKA2 security definition to the multi-user setting. Search patterns leak per user, such that queries from different users are unlinkable. YLW is proven secure in the RO model under the DDH and the computational Diffie-Hellman (CDH) [77] assumptions in their extended IND-CKA2 definition.

**Synthesis**

The S/M architecture has not received a lot of research attention, yet. Curtmola et al. [75] proposed a generic combination of broadcast encryption and any S/S scheme. Recently, two provably secure schemes were proposed. Both schemes support only single keyword equality tests and are an example for the trade-off: security vs. efficiency. The more secure a scheme is, the more complex it gets and is thus less efficient. The search algorithm of Raykova et al. [157] is linear in the number of documents, but the scheme uses deterministic encryption and directly leaks the search pattern in addition to the access pattern. Yang et al. [186] achieve a higher level of security, but the search is linear in the number of keywords per document. The schemes in this setting usually introduce a TTP for user authentication or re-encryption of the trapdoors.
Table 2.3 gives a detailed overview of the computational complexity and the security of the different algorithms of the discussed schemes. The digest of the table can be found in the reading guidelines in Section 2.1.5 and the legend in Table 2.4.

2.4 MULTI WRITER SCHEMES (M/+)

This section deals with the M/S and M/M schemes.

2.4.1 Multiple Writer/Single Reader (M/S)

Most of the schemes in this section are variants of PEKS. The main scenarios for PEKS like schemes are: retrieving emails or documents from a server and allowing a server to redirect/route emails. Usually, multiple users (in possession of the public key) can generate searchable ciphertexts, which can be searched by the private key holder.

Single Equality Test

With an equality test we mean an exact keyword match for a single search keyword.

PEKS - PUBLIC KEY ENCRYPTION WITH KEYWORD SEARCH. Boneh et al. [47] (BCO+) propose the first searchable encryption scheme using a public key system. The idea for their PEKS scheme is to use identity based encryption (IBE) in which the keyword acts as the identity. Due to the use of a PKE, each user in BCO+ is allowed to create searchable content with the recipients public key. Only the private key holder is able to generate a trapdoor to search inside the encrypted data. The construction is based on Boneh and Franklin’s work on IBE [41, 42].

Details: To create a searchable ciphertext, the sender encrypts his message with a standard public key system and appends the PEKS of each keyword (i.e., a publicly known string encrypted under the public key associated with the keyword as identity) (cf. Figure 2.8). The sender then sends the following ciphertext:

$$E_{K_{pub}}(M) || C_1 = \text{PEKS}(K_{pub}, w_1) || \ldots || C_m = \text{PEKS}(K_{pub}, w_m).$$

To search, the receiver uses the master secret key to derive a secret key for a specific keyword it wants to search for (i.e., the keyword is the identity used for the secret key). The resulting secret key is used as the trapdoor and sent to the server (e.g., email server). The server tries to decrypt all the IBE ciphertexts. If the decryption is successful (i.e., results in the publicly known string) the attached encrypted message contains the keyword. The detailed algorithm is shown in Figure 2.7.

Efficiency: BCO+ uses symmetric prime order pairings. The encryption requires the server to perform one pairing computation, two exponentiations, and two hashes per keyword. The search complexity is linear (one map, one hash) in the number of keywords per document.

Security: BCO+ is proven PK-CKA2 secure in the RO model under the BDH assumption. BCO+ requires a secure channel to transmit the trapdoors,
Table 2.3: Comparison of different S/M schemes. The legend is in Table 2.4.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Encryption</th>
<th>Trapdoor</th>
<th>Search</th>
<th>Def.</th>
<th>Ass.</th>
<th>ROM</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGK(^+) [75]</td>
<td>generic construction: dependent on the underlying SSE and BE schemes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>BE</td>
<td></td>
</tr>
<tr>
<td>RVB(^+) [157]</td>
<td>(v' \cdot n_E)</td>
<td>(k_E)</td>
<td>(n_B)</td>
<td>deterministic</td>
<td>DL</td>
<td>✓</td>
<td>FP</td>
</tr>
<tr>
<td>YLW [186]</td>
<td>(v'n_p^s)</td>
<td>ke</td>
<td>(1p_p^s + n v'h)</td>
<td>IND-CKA(_2^t)</td>
<td>DDH, CDH</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.4: Legend for S/M schemes.

<table>
<thead>
<tr>
<th>Amount</th>
<th>Primitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>number of documents</td>
</tr>
<tr>
<td>(v')</td>
<td>number of distinct keywords per document</td>
</tr>
<tr>
<td>(k)</td>
<td>number of keywords per trapdoor</td>
</tr>
<tr>
<td>(p_p^s)</td>
<td>symmetric prime order pairing</td>
</tr>
<tr>
<td>(e)</td>
<td>exponentiation</td>
</tr>
<tr>
<td>(h)</td>
<td>hash function</td>
</tr>
<tr>
<td>(E)</td>
<td>Encryption</td>
</tr>
<tr>
<td>(B)</td>
<td>Bloom filter look-up</td>
</tr>
</tbody>
</table>
The size $p$ of $G_1, G_2$ is determined by the security parameter. The scheme requires two hash functions $H_1 : \{0,1\}^* \rightarrow G_1$ and $H_2 : G_2 \rightarrow \{0,1\}^{\log p}$ and a bilinear map $e : G_1 \times G_1 \rightarrow G_2$.

- **Keygen**: Pick a random $\alpha \in Z_p^*$ and a generator $g$ of $G_1$. It outputs $K_{pub} = (g, h = g^\alpha)$ and $K_{priv} = \alpha$.
- **PEKS** ($K_{pub}, w$):
  1. Compute $t = e(H_1(w), h^r) \in G_2$ for a random $r \in Z_p^*$.
  2. Output $C = [g^r, H_2(t)]$.
- **Trapdoor** ($K_{pub}, w$): Output $T_w = H_1(w)^\alpha \in G_1$.
- **Search** ($K_{pub}, C, T_w$): Let $C = [A, B]$. Test if $H_2(e(T_w, A)) = B$, which is equal to testing if $H_2(e(H_1(w)^\alpha, g^r)) = H_2(e(H_1(w), g^{\alpha r}))$. If so, output 'yes'; if not, output 'no'.

Figure 2.7: Public key encryption with keyword search (PEKS) [47] (Section 2.4.1).

\[
\begin{align*}
E(M_1) & \quad C_{1,1} \quad \cdots \quad C_{1,m} \\
E(M_2) & \quad C_{2,1} \quad \cdots \quad C_{2,m} \\
E(M_3) & \quad C_{3,1} \quad \cdots \quad C_{3,m}
\end{align*}
\]

Figure 2.8: PEKS. The ciphertexts $C_{i,j}$ use the keywords as identity for the IBE system and are then appended to the encrypted message $E(M_i)$ (Section 2.4.1).

so that an eavesdropper cannot get hold of a trapdoor. The trapdoors for a keyword are never refreshed. The scheme is vulnerable to an off-line keyword guessing attack [58, 188], as explained in Section 2.4.1. In the current model, the server is able to store a trapdoor and use it for future documents, which means that the current PEKS is a one-time system.

**See Also**: Baek et al. [17] (Section 2.4.1) address the problem of the secure channel and the trapdoor refreshing. Abdalla et al. [8] (Section 2.4.1) formally define (A)IBE and present generic transformations from (H/A)IBE to PEKS.

**Temporary Keyword Search (PETKS)**. Abdalla et al. [8] (ABC++) formalize anonymous IBE (AIBE) and present a generic SE construction by transforming an AIBE scheme into a searchable encryption scheme. The idea underlying the aibe-2-peks transformation was first given by Boneh et al. [47] (Section 2.4.1). ABC++ also give a hierarchical IBE (HIBE) transformation (hibe-2-petks), which allows to transform a HIBE scheme into a PETKS. The idea behind PETKS is to generate a trapdoor which is only valid in a specific time interval. With the time interval included in the trapdoor, the server cannot use the trapdoors to search in past or future ciphertexts (outside the time interval).

**Efficiency**: The efficiency depends on the used HIBE scheme.

**Security**: The new PETKS scheme that results from the hibe-2-petks transformation is $PK-CKA_2$ secure in the RO model if the HIBE scheme is IND-CPA secure.
SEE ALSO: Boneh et al. [47] (Section 2.4.1)

COMBINING PKE AND PEKS IN A SECURE WAY. Baek et al. [16] (BSS-I) discuss the problems that arise from combining public key encryption (PKE) schemes with PEKS. They give a concrete construction where the idea is to combine a variation of the ElGamal cryptosystem [79], PEKS, and the randomness re-use technique of Kurosawa [117]. The authors also give a generic PKE/PEKS construction. We discuss only their ElGamal construction which is proven secure in the paper. The authors give two extensions to their scheme to the multi-receiver setting and the multi-keyword setting.

EFFICIENCY: BSS-I uses symmetric bilinear maps of prime order. The encryption algorithm needs to perform three exponentiations and one mapping per keyword per document. The search algorithm requires one bilinear map per keyword per document.

SECURITY: BSS-I is proven PK-CKA2 secure in the RO model assuming that the CDH problem is intractable.

PEKS BASED ON JACOBI SYMBOLS. Crescenzo and Saraswat [73] (CS) present the first PEKS scheme that is not based on bilinear maps, but on Jacobi symbols. Their idea is to use a transformation of Cocks' identity based encryption scheme [71] which is based on the quadratic residuosity problem.

EFFICIENCY: To encrypt the data, 4k Jacobi symbols per keyword have to be calculated, where k (the length of a keyword in bit) is a scheme's parameter to guarantee the consistency. The authors choose k = 160 as an example. The search algorithm is linear (4k) in the number of ciphertexts. The storage and communication complexity is high.

SECURITY: The security of CS is based on a variant of the well-known quadratic residuosity problem, namely the quadratic indistinguishability problem (QIP). CS is proven PK-CKA2 secure in the RO model.

K-RESILIENT PEKS (KR-PEKS). Khader [113] constructs a scheme based on k-resilient IBE [101, 102]. The idea is to use the ability of constructing a PEKS scheme from an IBE. Khader also gives a construction for multiple keywords and a secure-channel-free PEKS scheme. The main goal of the work was to construct a PEKS scheme that is secure in the standard model.

EFFICIENCY: Encryption requires 5 + 3v exponentiations, where v is the number of keywords per document. To search, 4 exponentiations have to be calculated per keyword, per ciphertext.

SECURITY: Her scheme is proven PK-CKA2 secure in the ST model under the DDH assumption.

SECURE CHANNEL FREE PEKS. Baek et al. [17] (BSS-II) remove the need for a secure channel for transmitting the trapdoors in the original PEKS [47] scheme. The idea is to add a server public/private key pair to PEKS and use the aggregation technique from Boneh et al. [45]. By adding a server key pair, only the server chosen by the sender (designated tester) is able to search. The authors also address the problem of refreshing the trapdoors for the same keyword from PEKS.

EFFICIENCY: BSS-II uses symmetric prime order pairings. Index generation requires two pairings and an exponentiation per keyword per document.
To search, the server has to compute one pairing per keyword per ciphertext.

**Security:** BSS-II is proven PK-CKA2 secure in the RO model under the BDH assumption.

**PEKS with Designated Tester.** Rhee et al. [158] (RPS+ -I) enhance the security model of the PEKS construction of Baek et al. [17] (cf. Section 2.4.1) and construct a PEKS scheme which is secure in the enhanced model. The idea is to use a new public key structure, where the public key consists of three components. Their enhanced security model allows an attacker to obtain the relation between ciphertexts and a trapdoor. In addition, the attacker publishes only the public key and not the secret key as in Baek et al.’s security model. RPS+ -I is proven secure in their enhanced model.

**Efficiency:** RPS+ -I uses symmetric prime order groups. Encryption requires initially seven pairings and then one pairing operation and two exponentiations per keyword. To search, the server has to perform one pairing and one exponentiation per keyword per document.

**Security:** RPS+ -I is proven PK-CKA2 secure in the RO model under the BDH assumption and the bilinear Diffie-Hellman inversion (1-BDHI) assumption [40, 133].

**See also:** This is an improved version of Baek et al. [17] (Section 2.4.1)

**Outsource Partial Decryption.** Liu et al. [129] (LWW) propose a new scheme where the idea is to outsource parts of the decryption process to the service provider and thus reduce the computational decryption overhead of the user.

**Efficiency:** LWW uses symmetric prime order pairings. Index generation requires one pairing and one exponentiation per keyword. To search, the server has to compute two pairings.

**Security:** LWW is proven PK-CKA2 secure in the RO model under the BDH assumption.

**Registered Keyword Search (PERKS).** Tang and Chen [175] (TC) propose the concept of public key encryption with registered keyword search (PERKS). The idea is to allow a writer to build searchable content only for the keywords that were previously registered by the reader. This makes TC more robust against an off-line keyword guessing attack.

**Efficiency:** TC uses symmetric prime order pairings. The encryption requires two exponentiations and one mapping per distinct keyword. To search, the server has to compute one pairing per distinct keyword per index. Keyword registration requires to compute one hash value.

**Security:** TC is proven PK-CKA2 secure in the RO model under the BDH assumption.

**Combining PEKS with PKE (PEKS/PKE).** Zhang and Imai’s [191] (ZI) idea is to use a hybrid model to combine PKE and PEKS into a single scheme which uses the same key pair for both primitives. The authors give a generic construction and a concrete instantiation using an anonymous IBE by Gentry [87] and the tag-KEM/DEM (key/data encapsulation mechanism) by Kurosawa-Desmedt [118].
**Efficiency:** The instantiation of ZI uses symmetric bilinear groups of prime order. The encryption requires two pairings and eight exponentiations per keyword and the search one pairing and one exponentiation per keyword.

**Security:** ZI is proven PK-CKA2/CCA secure without ROs under the assumption that the Kurosawa-Desmedt tag-KEM/DEM is secure and the Gentry IBE is anonymous. Stand-alone PEKS/PKE may lose data privacy (CCA) \[16\].

**See also:** KEM/DEM [170], Tag-KEM/DEM [9].

**Trapdoor security in PEKS with designated tester.** Rhee et al. [159] (RPS⁺-II) propose a scheme that is secure against keyword-guessing attacks (only for outside attackers). The idea is to make the trapdoors indistinguishable by introducing a random variable in the trapdoor computation.

**Efficiency:** RPS⁺-II uses symmetric prime order groups. The encryption requires two exponentiations and one pairings per keyword. To search, the server has to perform one pairing and two exponentiation per keyword per document.

**Security:** RPS⁺-II is proven PK-CKA2 secure in the RO model under the BDH assumption and the 1-BDHI assumption.

**Delegated search (PKEDS).** Ibraimi et al. [105] (INH⁺) give a construction for a public key encryption with delegated search (PKEDS) which is an extension of ElGamal [79]. The idea of INH⁺ is to allow the server to search each part of the encrypted data, in contrast to previous schemes where only the metadata is searchable. This can be used for example to let a server scan messages for malware. INH⁺ allows two different kinds of trapdoors. One allows to search for a keyword inside a trapdoor and the other allows the server to search directly for a keyword.

**Efficiency:** INH⁺ uses bilinear groups of prime order. Encryption is the same as ElGamal and requires two exponentiations per keyword. Delegation requires five exponentiations. The trapdoor generation requires two asymmetric pairings and two exponentiations per keyword. A search for a keyword inside a trapdoor, requires three asymmetric pairings and three exponentiations per keyword per ciphertext. To search for a keyword, the server has to perform three asymmetric pairings and two exponentiations per keyword per ciphertext.

**Security:** INH⁺ is proven to be ciphertext and trapdoor indistinguishable (i.e., an adversary (except the server) cannot learn any information about the plaintext keyword) under the symmetric external Diffie-Hellman (SXDH) \[18\] assumption. INH⁺ achieves ciphertext one-wayness under the modified CDH (mCDH) assumption which is a stronger variant of the CDH assumption. The mCDH assumption is implied in the BDH problem in Type 3 pairings (BDH-3) \[66\]. INH⁺ is proven secure in the ST model. The security model is weaker than PEKS, since the server can generate any trapdoor.

**Conjunctive Equality Search**

See Section 2.3.1 for information on conjunctive keyword searches.
**PECKS - PUBLIC KEY ENCRYPTION WITH CONJUNCTIVE FIELD KEYWORD SEARCH.** Park et al. [149] (PKL) study the problem of public key encryption with conjunctive field keyword search (PECKS). The idea is to extend PEKS to allow conjunctive keyword searches (CKS) in the public key setting. PKL present the first two constructions PKL-I and PKL-II with constant trapdoor size that allow CKS.

**Efficiency:** Both schemes use symmetric prime order pairings. PKL-I requires the user to perform one pairing computation per distinct keyword for encryption. To search the server has to perform one pairing operation per ciphertext.

In PKL-II a user has to store private keys in proportion to the number of keyword fields. Encryption needs one exponentiation per document and the search requires two pairings per ciphertext.

**Security:** PKL adapt the extended version of IND1-CKA from GSW for conjunctive queries to the public key setting, by removing encryption oracle queries (since any user can generate trapdoors with help of the public key). Their adapted definition is basically PK-CKA2. The security of PKL-I is based on the BDH assumption. PKL-II is based on the BDHI assumptions. Both schemes are proven secure in the RO model in their adapted PK-CKA2 definition. Remark: The proofs do not satisfy their model and PKL-I is broken by Hwang and Lee [104], who also showed, that the proof of PKL-II is incomplete.

**MORE SECURE SEARCHABLE KEYWORD BASED ENCRYPTION.** Park et al. [150] (PCL) propose a new mechanism which is more secure than previous schemes in certain applications like email gateways. The idea is to construct a scheme from PECKS (Section 2.4.1) by using a hybrid encryption technique. A user can either create a decrypt trapdoor or a search trapdoor for specific keywords. The enhanced security is achieved by introducing the decrypt trapdoor, which can decrypt ciphertexts without the need for the user’s private decryption key. In case of email routing, each device could have a different decrypt trapdoor for certain keywords. Thus, the user’s private decryption key does not need to be on each device which makes the scheme more secure against key compromise. The search trapdoor can test whether a ciphertext contains all of the keywords. PCL requires non-empty keyword-fields.

**Efficiency:** Encryption requires two exponentiations per document. PCL requires two symmetric prime order pairing operations per ciphertext to search.

**Security:** PCL adapt the PK-CKA2 security definition to PK-CCA2 (public key - adaptive chosen ciphertext attack) by allowing an adversary to query an decryption oracle next to the normally allowed trapdoor queries. The security of PCL is based on the q-BDHI assumption and the bilinear collusion attack (q-BCA) assumption [68]. The q-BCA assumption is equivalent to the \((q + 1)\)-BDHI assumption [68]. PCL is proven secure in their tailored PK-CCA2 definition under the \((q + 1)\)-BDHI assumption in the RO model.

**PECKS WITH SHORTEST CIPHERTEXT AND PRIVATE KEY.** Hwang and Lee [104] (HL) propose a public key encryption with conjunctive keyword search (PECK) and introduce a new concept called multi-user PECKS
(mPECKS) as described in Section 2.4.2. The idea of HL is to minimize the communication and storage overhead for the server and also for the user. Hwang and Lee compare the efficiency of their scheme with both PKL schemes [149] (cf. Section 2.4.1).

**Efficiency:** Index generation requires $2 + 2v$ exponentiations, where $v$ is the number of keywords per document. PECK uses three symmetric bilinear maps of prime order per ciphertext to search. HL has the shortest ciphertext size compared with previous PECKS schemes and requires only one private key.

**Security:** HL prove their scheme secure in the adapted PK-CKA2 definition from PKL (cf. Section 2.4.1) under the DLIN assumption in the RO model.

**Extended Queries**

**Conjunctive, Subset, and Range Queries.** Boneh and Waters [43] (BW) develop a PEKS scheme for conjunctive keyword searches from a generalization of AIBE. The idea is to use hidden vector encryption (HVE) [53, 169] for searching in encrypted data. BW supports equality, comparison, general subset queries, and arbitrary conjunctions of those. BW also present a general framework for analyzing and constructing SE schemes.

**Efficiency:** Encryption requires $5k + 3$ exponentiations per keyword, per document, where $k$ is the number of characters per keyword. For an equality search, the server has to perform $2k - w + 1$ symmetric composite order bilinear pairing operations, where $k$ is the number of characters of the searchable keywords and $w$ the number of wildcard characters in the keyword. The trapdoor size is linear in the number of conjunctive keywords. The ciphertext size is relatively large, due to the use of composite order bilinear groups [49].

**Security:** BW is proven SEL-CKA secure under the $C_3DH$ assumption and the $BDH$ assumption in the selective model (SEL) [61], where an adversary commits to an encryption vector at the beginning of the security game. A security advantage of BW is that it does not leak the attribute values upon decryption like other schemes.

**Multi-dimensional Range Queries (MRQED).** Shi et al. [169] (SBC+) propose a scheme that can create trapdoors for a conjunction of range queries over multiple attributes. The idea is, that each tuple that should be encrypted, can be represented as a point in a multi-dimensional space. Then, a multi-dimensional range query is equivalent to testing whether a point falls inside a hyper-rectangle. To represent ranges, the authors use binary interval trees over integers and use one interval tree per dimension.

**Efficiency:** SBC+ can be constructed using either asymmetric or symmetric bilinear maps of prime order. Encryption requires $8DL + 2$ exponentiations, where $D$ is the number of dimensions and $L$ the depth of a node in the corresponding tree. The search algorithm requires the server to compute $5D$ pairing operations per ciphertext.

**Security:** SBC+ is proven SEL-CKA secure under the $BDH$ assumption and the $DLIN$ assumption in the SEL model. SBC+ leaks the attribute values
after successful decryption. The authors argue, that this is acceptable for the application of encrypted network audit logs.

**ERROR-TOLERANT SEARCHABLE ENCRYPTION.** The idea of Bringer et al. [55] (BCK) is to use locality-sensitive hashing (LSH) to enable error-tolerant queries. A LSH function outputs the same hash values for similar items, where similarity is measured in the Hamming distance. BCK inserts these LSH values into one Bloom filter with storage [50] (BFS) in encrypted form. If two keywords \(k, k'\) are close enough, the LSH outputs the same hash values as input for the BFS, thus allowing error-tolerant queries. The search in BCK is *interactive*. To query the BFS, the scheme uses a PIR protocol to retrieve the encrypted BF positions. The client decrypts all positions and computes the intersection. The result is a set of file identifiers which can be retrieved in a second round.

**EFFICIENCY:** Encryption includes two sets of hash functions (LSH + BFS) and semantically secure PKE per keyword per document. Each modified BFS position will be updated with a private information storage (PIS) protocol. To search, a PIR protocol is run to retrieve the content of the BFS positions, which need to be decrypted to obtain the document ids. Document retrieval requires another round of communication.

**SECURITY:** BCK is proven *PK-CKA2* secure. BCK hides the search pattern using PIR.

**SEE ALSO:** Adjadj et al. [10] (Section 2.3.1).

**WILDCARD PEKS.** The idea of Sedghi et al. [164] (SLN\(^+\)) is to construct a new scheme based on HVE which can be used for wildcard searchable encryption. SLN\(^+\) allows wildcard searches over any alphabet, in contrast to previous schemes [36, 106, 136] that work only over binary symbols.

**EFFICIENCY:** SLN\(^+\) uses symmetric bilinear pairings of prime order. Encryption requires \((N + 1)(l + 1) + 4\) exponentiations per keyword, where \(N\) is an upper bound on the number of wildcard symbols in decryption vectors and \(l\) the length of the keyword. The search requires three bilinear maps and \(w\) exponentiations per keyword, where \(w\) is the number of wildcard characters.

While in previous works the size of the decryption key and the computational complexity for decryption is linear in the number of non-wildcard symbols, in SLN\(^+\) these are constant.

**SECURITY:** SLN\(^+\) is proven *SEL-CKA* secure under the *DLIN* assumption in the SEL model.

**Synthesis**

Since 2004, research in the M/S architecture has obtained significant attention and is still an active research direction. Like in the S/S architecture, most schemes focus on single and conjunctive keyword searches, but also more powerful queries are possible.

Since there is a wide spectrum of different public key encryption techniques, PEKS schemes can be realized using different primitives, such as IBE, first used by BCO\(^++\), AIBE and HIBE used by ABC\(^++\) or HVE used by BW and SLN\(^+\) in the context of SE.
The M/S architecture is a good example for the aforementioned trade-offs, namely, expressiveness vs. efficiency and security vs. efficiency. The M/S architecture focuses mainly on theoretical research which tries to achieve a certain level of security or query expressiveness and is not so much focused on efficiency. All but four (16/20) schemes make heavy use of pairing operations (at least for the search algorithm). Most schemes use at least one pairing per document in the search algorithm and some schemes even use one pairing per keyword per document which is inefficient in practice. Only four schemes (BBO, CS, Khader and BCK) do not use pairings. The search complexity of all (except one) schemes in this section is at best linear in the number of documents stored on the server. The exception (BBO) uses deterministic encryption and achieves sub-linear (logarithmic) search time. If the data is from a small space (low min-entropy), e.g., well known keywords, using deterministic public key encryption is vulnerable to brute force attacks and thus considered insecure for practical purposes.

Seven of the 20 schemes are proven secure in the standard model, whereas 13 schemes are proven secure with random oracles. All of the schemes leak the search pattern and the access pattern. The search pattern is either leaked directly by using a deterministic procedure to generate the trapdoors, or indirectly by an off-line keyword guessing attack as follows.

**Off-line keyword guessing attack.** A problem of the main PEKS concept is, that there is no keyword/predicate privacy. Most PEKS schemes are vulnerable to an off-line keyword guessing attack, which allows an attacker to recover the predicate from a trapdoor. The leakage of the access pattern makes this attack possible. The attack is based on the fact that i) the keyword space is small (and users choose well-known words to search their documents) and ii) the encryption key is public. The attack works as follows:

1. The attacker captures a valid trapdoor $T_w$.
2. With the user’s public key and an appropriate chosen keyword $w'$, the attacker runs the Encrypt algorithm to get a searchable ciphertext.
3. The user’s public key, the captured trapdoor and the ciphertext from (2) are then used to check whether the ciphertext satisfies the trapdoor or not. If so, the chosen keyword is a valid keyword. Otherwise the attacker continues with (2).

This allows an attacker to recover the keyword inside a trapdoor. Thus, there is no keyword privacy in the M/S architecture, when using a PKE.

Table 2.5 gives a detailed overview of the computational complexity and the security of the different algorithms of the discussed schemes. The digest of the table can be found in the reading guidelines in Section 2.1.5 and the legend in Table 2.6.

### 2.4.2 Multiple Writer/Multi Reader (M/M)

This section deals with the M/M schemes. The main focus of the discussed schemes in this architecture lies on single and conjunctive keyword searches. More powerful queries are not proposed, yet.
Table 2.5: Comparison of different M/S schemes. The legend is in Table 2.6.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Encrypt</th>
<th>Trapdoor</th>
<th>Search</th>
<th>Definition</th>
<th>Security Assumption</th>
<th>ROM</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single Keyword Equality Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BCO$^+$ [47]</td>
<td>$n \cdot v'(2e + p^s_p)$</td>
<td>ke</td>
<td>$n \cdot v'p^s_p$</td>
<td>PK-CKA2</td>
<td>BDH</td>
<td>✓</td>
<td>IBE</td>
</tr>
<tr>
<td>BSS-I [16]</td>
<td>$n \cdot v'(3e + p^s_p)$</td>
<td>ke</td>
<td>$n \cdot v'p^s_p$</td>
<td>PK-CKA2</td>
<td>CDH</td>
<td>✓</td>
<td>ElGamal</td>
</tr>
<tr>
<td>CS [73]</td>
<td>$n \cdot v'4LJ$</td>
<td>k41h</td>
<td>n41LJ</td>
<td>PK-CKA2</td>
<td>QIP</td>
<td>✓</td>
<td>Jacobi symbols</td>
</tr>
<tr>
<td>Khader [113]</td>
<td>5 + 3 $n \cdot v'e$</td>
<td>6kP</td>
<td>4$n \cdot v'e$</td>
<td>PK-CKA2</td>
<td>DDH</td>
<td>-</td>
<td>IBE</td>
</tr>
<tr>
<td>BSS-II [17]</td>
<td>$n \cdot v'(e + 2p^s_p)$</td>
<td>kh</td>
<td>$n \cdot v'p^s_p$</td>
<td>PK-CKA2</td>
<td>BDH</td>
<td>✓</td>
<td>secure ch. free</td>
</tr>
<tr>
<td>RPS$^+$-I [158]</td>
<td>$(2n \cdot v')e + (7 + n \cdot v')p^s_p$</td>
<td>ke</td>
<td>$n \cdot v'(e + p^s_p)$</td>
<td>PK-CKA2</td>
<td>BDH, 1-BDHI</td>
<td>✓</td>
<td>improve 2.4.1</td>
</tr>
<tr>
<td>LWW [129]</td>
<td>$n \cdot v'(e + p^s_p)$</td>
<td>ke</td>
<td>$2n \cdot v'p^s_p$</td>
<td>PK-CKA2</td>
<td>BDH</td>
<td>✓</td>
<td>outsource decryption</td>
</tr>
<tr>
<td>TC [175]</td>
<td>$n \cdot v'(2e + p^s_p)$</td>
<td>ke</td>
<td>$n \cdot v'p^s_p$</td>
<td>PK-CKA2</td>
<td>BDH</td>
<td>✓</td>
<td>registered keywords</td>
</tr>
<tr>
<td>ZI [191]</td>
<td>$n \cdot v'(8e + 2p^s_p)$</td>
<td>ke</td>
<td>$n \cdot v'(e + p^s_p)$</td>
<td>PK-CKA2</td>
<td>SP</td>
<td>-</td>
<td>AIBE</td>
</tr>
<tr>
<td>RPS$^+$-II [199]</td>
<td>$2n \cdot v'e + n \cdot v'p^s_p$</td>
<td>3ke</td>
<td>$n \cdot v'(2e + p^s_p)$</td>
<td>PK-CKA2</td>
<td>BDH, 1-BDHI</td>
<td>✓</td>
<td>secure trapdoors</td>
</tr>
<tr>
<td>INH$^+$ [105]</td>
<td>$2n \cdot v'e$</td>
<td>k(2e + 2$p^s_p$)</td>
<td>$n \cdot v'(3e + 3p^s_p)$</td>
<td>PK-CKA2</td>
<td>SXDH, mCDH</td>
<td>-</td>
<td>ElGamal</td>
</tr>
</tbody>
</table>

Continued on next page.
Table 2.5: Comparison of different M/S schemes (cont.). The legend is in Table 2.6.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Efficiency of algorithms</th>
<th>Security</th>
<th>ROM</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>PKL-I [149]</td>
<td>$n v' p^<em>_p$ ke $n p^</em>_p$</td>
<td>PK-CKA$^t$</td>
<td>BDH</td>
<td>✓ security broken</td>
</tr>
<tr>
<td>PKL-II [149]</td>
<td>$n e$ 2ke $n 2p^*_p$</td>
<td>PK-CKA</td>
<td>BDHI</td>
<td>✓ proof incomplete</td>
</tr>
<tr>
<td>PCL [150]</td>
<td>$n 2e$ k2e $n 2p^*_p$</td>
<td>PK-CCA$^t$</td>
<td>q-BDHI</td>
<td>✓ req. non-empty KF</td>
</tr>
<tr>
<td>HL [104]</td>
<td>$n (2 + 2v')e$ k3e $n 3p^*_p$</td>
<td>PK-CKA$^t$</td>
<td>DLIN</td>
<td>✓</td>
</tr>
</tbody>
</table>

Extended Keyword Tests

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Efficiency of algorithms</th>
<th>Security</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW [43]</td>
<td>$n v'(5l + 3)e$ k5(l-w)e $n v'(2l - w + 1)p^*_p$</td>
<td>SEL-CKA</td>
<td>C3DH, BDH</td>
</tr>
<tr>
<td>SBC$^+$ [169]</td>
<td>$n (8DL + 2)e$ k6DL e $n 5DP^s or a$</td>
<td>SEL-CKA</td>
<td>BDH, DLIN</td>
</tr>
<tr>
<td>BCK [55]</td>
<td>$n v'b (2h + E + PIS)$ k2bh $kb (PIR + D)$</td>
<td>PK-CKA$^t$</td>
<td>SP</td>
</tr>
<tr>
<td>SLN$^+$ [164]</td>
<td>$n ((N + 1)(l + 1) + 4)e$ k(2l + 3)e $n v'(we + 3p^*_p)$</td>
<td>SEL-CKA</td>
<td>DLIN</td>
</tr>
</tbody>
</table>

$^t$ security definition conceptually as the one stated, but tailored to a specific setting (see respective Section)
Table 2.6: Legend for M/S schemes.

<table>
<thead>
<tr>
<th>Amount</th>
<th>Primitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>n number of documents</td>
<td>( p^*_p ) symmetric prime order pairing</td>
</tr>
<tr>
<td>( \nu' ) number of distinct keywords per document</td>
<td>( p^*_p ) asymmetric prime order pairing</td>
</tr>
<tr>
<td>k number of keywords per trapdoor</td>
<td>( p^*_c^2 ) composite order pairing of degree 2</td>
</tr>
<tr>
<td>l length of keyword in characters</td>
<td>e exponentiation</td>
</tr>
<tr>
<td>w number of wildcard characters</td>
<td>h hash function</td>
</tr>
<tr>
<td>N upper bound on wildcard symbols</td>
<td>s search</td>
</tr>
<tr>
<td>D number of dimensions</td>
<td>( J, P ) Jacobi symbol, polynomial(s)</td>
</tr>
<tr>
<td>L depth of a node in a tree</td>
<td>( E, D ) Encryption, Decryption</td>
</tr>
<tr>
<td>b number of Bloom filter hash functions</td>
<td>PIS / PIR private information storage / retrieval</td>
</tr>
</tbody>
</table>
Single Equality Test

Exact keyword match for a single search keyword.

Using Deterministic Encryption. The idea of Bellare et al. [29] (BBO) is to make SE more efficient by using deterministic encryption, at the cost of a weaker security model. In particular, the encrypted index — in contrast to the tokens in asymmetric SE — is directly vulnerable to dictionary attacks. To make the ciphertext searchable, a deterministic hash of the keyword is appended to the encryption of the keyword.

Efficiency: BBO can use any public key encryption scheme in combination with any (deterministic) hash function. The encryption requires one encryption and one hash per keyword. The search consists of a database search for the hash value.

Security: BBO provide a semantic-security definition of privacy for deterministic encryption called PRIV secure. The security definition for deterministic encryption is similar to the standard IND-CPA security definition with the following two exceptions. A scheme provides privacy only for plaintexts with large min-entropy (could be no privacy at all) and the plaintexts have to be independent from the public key. BBO’s encrypt-and-hash construction is proven PRIV secure in the RO model under the assumption that the underlying scheme is IND-CPA secure. Due to the use of deterministic encryption, BBO directly leaks the index information and the search pattern.

See also: Deterministic encryption in the S/S setting [12] (Section 2.3.4).

Proxy Re-Encryption. Dong et al. [78] propose two SE schemes (DRD-I, DRD-II), where each user has its own unique key to encrypt, search, and decrypt data. Both schemes require a trusted key management server to manage the keys.

The idea of DRD-I is to use an RSA-based proxy re-encryption scheme. Proxy re-encryption was introduced by Blaze et al. [34] and can be built on top of different cryptosystems. The proxy re-encryption allows the server to transform an encryption under a user key to an encryption under a different key, e.g., the server’s key, without leaking any information on the plaintext. Thus, ciphertexts from different users, can be transformed to ciphertexts under the server key, which allow multiple users to create searchable encrypted content. In the same way, the trapdoors are created. A user creates a trapdoor for a keyword, by encrypting the keyword with the users key. The server re-encrypts the trapdoor, which allows him to search the encrypted database. Also the decryption requires a re-encryption step to transform a ciphertext under the server key to a ciphertext under the recipients key. DRD-I uses a semantically secure symmetric encryption algorithm to encrypt the data, but the searchable part uses only a hash function which makes the data searchable, but is not semantically secure. Thus the authors also present an enhanced version of their scheme.

DRD-II also uses the RSA-based proxy re-encryption scheme for the data. The idea is to use optimal asymmetric encryption padding (OAEP) [24] to make the ciphertexts indistinguishable. RSA-OAEP has been proven to be secure under the RSA assumption [86]. The main difference lies in the keyword encryption. The proxy re-encryption used for the keywords is deterministic. DRD propose to use a semantically secure non-interactive zero-knowledge proof
style witness instead of the proxy re-encryption scheme to make the keyword ciphertexts indistinguishable and give a concrete construction.

**Efficiency:** DRD-I: The *index generation* computes $v + 1$ exponentiations, where $v$ is the number of distinct keyword per document. To *search*, the server re-encrypts (one exponentiation) the trapdoor and tests each keyword per index for equality.

DRD-II: The *index generation* computes $4v + 1$ exponentiations, where $v$ is the number of distinct keyword per document. To *search*, the server re-encrypts (one exponentiation) the trapdoor and then has to compute $4v$ exponentiations.

**Security:** DRD adopt the IND-CKA1 definition to the M/M setting by giving the adversary access to the public parameters. DRD-II is proven secure under their modified IND-CKA1 definition. DRD-I and the proxy re-encryption (both schemes) are One-Way (OW) secure under the RSA assumption in the RO model. OW guarantees that it is hard for an adversary to invert a ciphertext encrypted under a user’s encryption key and to learn the keyword, even if the adversary holds the public parameters and all server side key pairs, but without knowing the user key pair.

The main concern with proxy re-encryption schemes comes from a collusion attack, which allows an adversary and a user to recover the master keys, if the adversary knows all server side keys.

**Bilinear Maps.** Bao et al. [20] (BDD+) propose a multi-user scheme, where each user has a distinct secret key to insert his own encrypted data to the database, while each user is allowed to query the whole database. The idea is to use a bilinear map to make sure, that users using different query keys still generate the same index for a keyword. The system allows to dynamically add and revoke users without the distribution of new keys. The index generation and data encryption are interactive algorithms.

**Efficiency:** BDD+ uses symmetric bilinear maps of prime order. The *index generation* requires the client to calculate two hashes and two exponentiations. The server has to compute a bilinear map per distinct keyword per document. The server needs to perform only one pairing operation per trapdoor per *search*.

**Security:** BDD+ is proven IND-CKA2 secure under the DDH and CDH assumptions. The construction uses the BLS short signature scheme (BL4S) [44] for query unforgability. The BL4S achieves unforgability in the RO model.

**See also:** There is also a journal version of the paper [185].

**Conjunctive Keyword Search**

See Section 2.3.1 for information on conjunctive keyword searches.

**Multi-receiver Public Key Encryption.** Hwang and Lee [104] (HLM) study the problem of public key encryption with conjunctive keyword search (PECK) as discussed in Section 2.4.1. They introduce the concept of multi-user PECK (mPECK) and present the first mPECK scheme. The idea is to use multi-receiver PKE [22, 26, 28] and randomness re-use [27, 117] to improve
the computation and communication complexity. HLm does not require a third party.

**Efficiency:** Index generation requires $1 + u + 2v$ exponentiations per document, where $u$ is the number of users and $v$ the number of distinct keywords per document. To search, HLm requires three pairing operations per trapdoor.

**Security:** HLm adapt their PK-CKA2 definition for conjunctive keyword searches to the multi-user setting by giving the adversary access to $n$ user public keys. In addition, the keyword sets are encrypted with these $n$ user public keys. During the trapdoor query phase, the adversary has to specify a user index and receives the trapdoor for this specific user. HLm is secure under the DLIN assumption in the RO model in their adapted PK-CKA2 definition.

**RSA Accumulator.** Wang et al. [179] (WWP-I) are the first to present a searchable encryption scheme in the M/M setting. The idea of WWP-I is to use dynamic accumulators [21, 31, 59] (RSA accumulator for membership authentication), Paillier’s cryptosystem [148] and blind signatures [67] (mask encrypted data). They propose a new conjunctive keyword scheme, called common secure index for conjunctive keyword-based retrieval, to share encrypted documents in a dynamic group without re-encrypting the data.

In contrast to other SE schemes, where the trapdoor generation requires a private key, the trapdoors in WWP-I are generated with public keys. WWP-I uses a group manager (GM), which manages the group members, group keys, and user private keys.

The search part of WWP-I is interactive in the following way. First, every user encrypts her documents and creates a common index, both with the group public key. To search, a client sends a trapdoor and an authentication code to the server. After retrieving the matched documents, encrypted under the group key, the client uses her blind signature function to encrypt the documents again and sends the encryptions to GM. GM uses the group secret key to re-encrypt the documents under the users blind signature function and sends the data back to the client, who can now decrypt, using its inverse blind signature function.

**Efficiency:** Index generation uses only one pseudo-random function and multiplications, and is linear in the number of distinct words. The search requires a division and additions, and is linear in the number of documents.

**Security:** WWP-I use the extended IND1-CKA definition from GSW (cf. Section 2.3.1). WWP-I is proven secure under the coDDH [19, 42] assumption and the strong RSA assumption [21, 72, 85] in the RO model in the adapted IND1-CKA definition.

**Dynamic Accumulator.** Wang et al. [181] (WWP-II) propose the first keyword-field free conjunctive keyword search (KFF-CKS) scheme in the RO model. The idea is to combine Wang et al.’s dynamic accumulator [180] (membership authentication), Nyberg’s combinatorial accumulator [137] (conjunctive keyword search scheme), and Kiayias et al. public key encryption [114] (data cryptosystem) to a trapdoorless and keyword-field free scheme. WWP-II
is trapdoorless in the sense that no public or private key is required to generate a trapdoor for a list of keywords. They construct a specific three party cryptosystem (TPC), for the security of the data encryption and decryption, using Kiayias et al. public key encryption \cite{114}. The TPC introduces a third party, the group manager (GM). The data retrieval is interactive like Wang et al.'s RSA accumulator based scheme \cite{179}.

**Efficiency:** Index generation uses a hash and a mapping function, and is linear in the upper bound on the number of distinct keywords. The search is linear in the number of indexes.

**Security:** WWP-II use the same IND\(_1\)-CKA security definition as in WWP-I (cf. Section 2.4.2). WWP-II is proven secure in the RO model under the Decisional Composite Residuosity (DCR) assumption \cite{148} and the extended strong RSA (esRSA) assumption \cite{180} in the adapted IND\(_1\)-CKA definition.

**See also:** Wang et al. \cite{182} (Section 2.3.1) present a KFF-CKS scheme in the ST model.

**Bilinear Maps.** Wang et al. \cite{182} (WWP-IIIIm) present the first keyword-field free conjunctive keyword search scheme in the standard model as discussed in Section 2.3.1. The idea for their multi-user extension for dynamic groups is to use Boneh and Franklin’s IBE system \cite{41, 42} for data decryption and bilinear maps for user authentication and search. The extension to a dynamic group includes three parties: a server, the users (members of a group), and a group manager. The data retrieval is interactive like Wang et al.’s RSA accumulator based scheme \cite{179} and dynamic accumulator scheme \cite{181}.

**Efficiency:** WWP-IIIIm uses symmetric prime order pairings. The index generation constructs a \(l\)-degree polynomial per document, where \(l\) is the number of distinct keywords contained in the document. The algorithm requires \(l\) exponentiations per document. A search requires a bilinear map per keyword per document index.

**Security:** WWP-IIIIm use the same IND\(_1\)-CKA security definition as WWP-I (cf. Section 2.4.2). WWP-IIIIm is proven secure under the DL and \(l\)-DDHI assumptions in the adapted IND\(_1\)-CKA definition.

**Secret Sharing.** Wang et al. \cite{183} (WWP-IV) introduce the notion of threshold privacy preserving keyword search (TPPKS) and construct the first TPPKS scheme based on Shamir’s Secret Sharing \cite{165} (SSS) and Boneh and Franklin’s ID-based cryptosystem \cite{41, 42}. Using secret sharing, the idea is to allow only collaborating users to search the database. To search, every user generates a share of the trapdoor using her own share of the secret. Then, the collaborating users verify their shares and if the verification was successful, they combine their shares to create the trapdoor for the target keywords. To decrypt, each user generates a decryption share from her secret share. If the decryption shares are valid, the users can compute the plaintext. Due to the use of SSS, WWP-IV is interactive and works only for a fixed group of users, so adding or removing a user is not possible.

**Efficiency:** WWP-IV uses symmetric prime order pairings for secret share verification. Index generation is linear in the number of keywords per document and requires \(v + 2\) exponentiations, where \(v\) is the number of keywords. The search is linear in the number of keywords and indexes.
security: WWP-IV use the extended IND1-CKA definition from GSW (cf. Section 2.3.1). The secret share verification is secure under the DL and the CDH assumption. The search process is secure under the DDH assumption in the RO model in the adapted IND1-CKA definition.

Synthesis

Research in the M/M architecture was conducted in the years 2007 and 2008. The schemes focus on single and conjunctive keyword searches. All discussed M/M schemes use PKE in combination with some kind of key distribution or user authentication to allow multiple users to read the encrypted data. All but one scheme introduce a trusted third party (TTP). For example, most of Wang et al.’s schemes discussed in this section are for dynamic groups. These schemes introduce a group manager (GM) as a trusted third party, which has to re-encrypt the query results to allow the client to decrypt. The advantage of this re-encryption is, that revoked users have no access to any of the stored data any more and that new members have access to all data item, even to those items that were previously stored by other users. Only the HLn scheme does not need a TTP.

Only the WWP-IIIm is proven secure in the standard model. All other schemes use random oracles for their security proofs. Half of the schemes base their security on the RSA assumption or a variant of it. The other half of the schemes use bilinear pairings in their constructions and thus base their security on some kind of DH.

Like the M/S schemes, all of the M/M schemes leak the search pattern and the access pattern. The search pattern is either leaked directly by using a deterministic procedure to generate the trapdoors, or indirectly by an off-line keyword guessing attack as discussed in Section 2.4.1. If a TTP is used in the scheme, the attack takes place between the TTP and the storage server.

Table 2.7 gives a detailed overview of the computational complexity and the security of the different algorithms of the discussed schemes. The digest of the table can be found in the reading guidelines in Section 2.1.5 and the legend in Table 2.8.

2.5 RELATED WORK

In theory, searchable encryption can be achieved by using oblivious RAMs (ORAM) [94, 143, 144], which hide all information including the access pattern, from a remote server. The schemes are not efficient in practice, because of a high number of communication rounds and large storage costs on the server side. Therefore, more recent searchable encryption schemes try to achieve more efficient solutions by loosening the security requirements and thus leaking some information (e.g., the access pattern).

The work of Ostrovsky and Skeith [145, 147] on private stream searching (PSS), followed by the work of Bethencourt et al. [32, 33] are related to searches on encrypted data. It allows a client to send an encrypted search query to an untrusted server, which then uses this query to search in a stream of unencrypted data. The server returns the matching documents without learning anything about the query. PSS can be seen as a generalization of PIR, in the sense, that more general queries are supported and it is applicable for streaming data.
Table 2.7: Comparison of different M/M schemes. The legend is in Table 2.8.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Encrypt</th>
<th>Trapdoor</th>
<th>Search</th>
<th>Definition</th>
<th>Security Assumption</th>
<th>ROM</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Keyword Equality Test</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BBO [29]</td>
<td>(nv(E + h))</td>
<td>kh</td>
<td>ks</td>
<td>deterministic</td>
<td>SP</td>
<td>✓</td>
<td>deterministic hash</td>
</tr>
<tr>
<td>DRD-I [78]</td>
<td>((v' + 1)e)</td>
<td>ke</td>
<td>e + R + nc</td>
<td>OW</td>
<td>RSA</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>DRD-II [78]</td>
<td>((4v' + 1)e)</td>
<td>ke</td>
<td>((1 + 3v)e + nc)</td>
<td>IND-CKA(^t)</td>
<td>RSA</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>BDD(^+) [20]</td>
<td>(v'n(2e + p_p^s))</td>
<td>ke</td>
<td>(kp_p^s + nc)</td>
<td>IND-CKA2</td>
<td>DDH, CDH</td>
<td>✓</td>
<td>interactive encryption</td>
</tr>
</tbody>
</table>

| Conjunctive Keyword Equality Test |
|-------------------------------|-----------------|---------|--------|------------|---------------------|-----|----------------------------|
| HLM [104]                     | \(n(1 + u + 2v')e\) | u3e    | u3np_p^s | PK-CKA\(^t\) | DLIN | ✓ | no TTP                     |
| WWP-I [179]                   | \(v'n f\)       | k\((f + 2e)\) | ne     | IND\(^t\)-CKA | coDDH, sRSA | ✓   |                          |
| WWP-II [181]                  | \(v'' nh\)      | kh     | nc     | IND\(^t\)-CKA | DCR, esRSA | ✓ | keyword-field free         |
| WWP-III [182]                 | \(v' ne\)       | kv'2e  | \(v' np_p^s\) | IND\(^t\)-CKA | DL, l-DDHI | - | keyword-field free         |
| WWP-IV [183]                  | \(n(2 + v')e\)  | u\((k + 1)2p_p^s\) | \(n(k + 1)e\) | IND\(^t\)-CKA | DL, CDH, DDH | ✓ | fixed user group           |

| Gray | sub-linear search time |
|      | security definition conceptually as the one stated, but tailored to a specific setting (see respective Section) |

Table 2.8: Legend for M/M schemes in Table 2.7.

<table>
<thead>
<tr>
<th>Amount</th>
<th>Primitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>number of documents</td>
</tr>
<tr>
<td>(v)</td>
<td>number of keywords per document</td>
</tr>
<tr>
<td>(v')</td>
<td>number of distinct keywords per document</td>
</tr>
<tr>
<td>(v'')</td>
<td>max. number of distinct words</td>
</tr>
<tr>
<td>(k)</td>
<td>number of keywords per trapdoor</td>
</tr>
<tr>
<td>(u)</td>
<td>number of users</td>
</tr>
<tr>
<td>(p_p^s)</td>
<td>symmetric prime order pairing</td>
</tr>
<tr>
<td>(e)</td>
<td>exponentiation</td>
</tr>
<tr>
<td>(f)</td>
<td>pseudo-random function, permutation or generator</td>
</tr>
<tr>
<td>(h)</td>
<td>hash function</td>
</tr>
<tr>
<td>(c)</td>
<td>comparison (=, (\leq), &lt;, ...)</td>
</tr>
<tr>
<td>(R)</td>
<td>re-encryption</td>
</tr>
</tbody>
</table>
Agrawal et al. [11] introduce order-preserving symmetric encryption (OPE) for allowing efficient range queries on encrypted data. OPE is a symmetric encryption over the integers such that the numerical orders of plaintexts is preserved in the corresponding ciphertexts. OPE was further studied by Boldyreva et al. [37, 38] and Yum et al. [189].

Chase and Kamara [65] (CK) propose structured encryption (STE), which is a generalization of index-based SSE. STE allows private queries on arbitrarily-structured data. The authors give concrete constructions for queries on matrix-structured data, labeled data (cf. Section 2.3.1), and (web) graphs, including neighbor, adjacency and subgraph queries. CK also propose the concept of controlled disclosure, which reveals as much information as necessary to compute a function.

Tang [172, 173, 174] and Yang et al. [184] proposed the concept of public key encryption which supports equality tests between ciphertexts (PKEET). PKEET schemes allow equality tests of plaintexts which are encrypted under different public keys.

The notion of predicate encryption (PE) was first presented by Katz, Sahai, and Waters [112]. PE allows fine-grained access control on encrypted data. It is a generalized notion/concept of encryption that covers various cryptographic primitives such as identity-based encryption (IBE) [41, 42, 71, 166], hidden-vector encryption (HVE) [53, 169], and attribute-based encryption (ABE) [162]. PE targets more powerful queries, but the complexity of the query comes at higher computation cost. In PE, secret keys are associated with predicates and ciphertexts are associated with attributes. A user can decrypt the ciphertext, if the private key predicate evaluates to 1 when applied to a ciphertext attribute. PE comes in two versions: (i) with a public index and (ii) attribute hiding. Schemes of (i) are not usable for searchable encryption, because they lack the anonymity property by leaking the set of attributes under which the data is encrypted. The schemes of (ii) can be used for SE but are often based on bilinear pairings and are thus less efficient than schemes based on simpler primitives.

Inner product encryption (IPE) or PE with inner-product relations covers/implies anonymous IBE (AIBE) and hidden-vector encryption (HVE). In IPE, predicates and attributes are represented as vectors. If the inner product of these two vectors is 0, the predicate evaluates to 1 (e.g., attributes corresponds to a vector $\vec{x}$, each predicate $f_{\vec{v}}$ corresponds to a vector $\vec{y}$, where $f_{\vec{v}}(\vec{x}) = 1$ iff $\vec{x} \cdot \vec{y} = 0$). The dot product enables more complex evaluations on disjunctions, polynomials, and CNF/DNF formulae. Katz, Sahai, and Waters [112] proposed a system over $\mathbb{Z}_N$. Okamoto and Takashima [139] and Lewko et al. [124] gave functions over $\mathbb{F}_p$. Then Okamoto and Takashima [140, 141] and Park [152] proposed more advanced schemes.

Anonymous Identity Based Encryption (AIBE) in its standard form can support only equality tests and works in the multiple writer/single reader (M/S) scenario. Boneh et al. [47] were the first who considered searchable encryption in the asymmetric key setting. Their PEKS scheme was enhanced by Baek et al. [17] and Rhee et al. [158]. PEKS has a close connection to AIBE, as pointed out by Boneh et al. [47]. Abdalla et al. [8] formalize AIBE and present a generic SE construction by transforming an anonymous identity-based encryption scheme to a searchable encryption scheme. More improved IBE schemes that are used for searchable encryption were proposed [53, 87, 115, 135]. To allow delegation, hierarchical identity-based encryption (HIBE) [48, 90, 103] was
introduced, where the private keys and ciphertexts are associated with ordered lists of identities. Later, anonymous HIBE (AHIBE) schemes [53, 122, 168, 169] were proposed. Abdalla et al. [8] also gave a AHIBE to IBE with keyword search (IBEKS) transformation (hibe-2-ibeks).

Hidden vector encryption (HVE), is a public key encryption scheme that supports wildcard characters inside a key. This allows a variety of application scenarios. Boneh and Waters [43] proposed the first HVE scheme for searching in encrypted data in 2007. Their scheme allows conjunctive, subset, and range queries. Katz et al. [112] extended the list with disjunctions, polynomial equations, and inner products. For more information on HVE schemes, we refer the reader to [36, 62, 100, 106, 123, 135, 152, 153, 164, 168]. Delegation in PE, more precisely a primitive called delegateable hidden vector encryption (dHVE) was introduced by Shi and Waters [168]. Iovino and Persiano [106] provide a solution based on prime order groups, but the scheme works only on binary symbols. HVE can be seen as an extreme generalization of AIBE [43]. If the HVE is keyword-hiding, the transformed PEKS does not leak any information about the keyword used in the Encrypt algorithm.

Homomorphic encryption (HE) is a special type of encryption that allows to perform an algebraic operation on ciphertexts without decrypting them. This makes HE an interesting tool for searching over encrypted data, since meaningful computation can be executed on the encrypted data. Most HE schemes support either additions [148] or multiplications [79] on ciphertexts. The pairing based HE scheme proposed by Boneh, Goh, and Nissim [49] is able to perform an arbitrary number of additions and one multiplication. Recently, fully homomorphic encryption (FHE) was proposed, which can compute arbitrary functions over encrypted data [88, 89, 176]. It is generally believed, that FHE can solve the problem of querying encrypted data, since any meaningful computation can be performed on the encrypted data. However, one issue with FHE is the performance, since current schemes are computationally expensive and have a high storage overhead. Since the first FHE scheme, researchers try to make the schemes more efficient, but still no practical construction has been proposed [134]. For some applications, so called somewhat homomorphic encryption schemes can be used. These schemes are more efficient then FHE, but allow only a certain amount of additions and multiplications [54, 91]. The major issue when using somewhat or fully HE as is, is that the resulting search schemes require a search time linear in the length of the dataset. This is too slow for practical applications.

2.6 CONCLUSIONS AND FUTURE WORK

This section gives a summary of our main results, draws conclusions for the theoretically and the practically oriented community and gives a discussion on directions for future research.

2.6.1 Summary

Since the early stages of SE, research in the field has been active in all three research directions: improving the query expressiveness, the efficiency, and the security. One can recognise the trade-offs among these three directions: (i) security vs. efficiency, (ii) security vs. query expressiveness, and (iii) efficiency vs. query expressiveness. When a scheme tries to be better in one aspect, usu-
ally it has to sacrifice another. A good example demonstrating the trade-off issue, especially for the case (i) is using deterministic encryption. Deterministic encryption makes a scheme more efficient, but at the same time leaks more information, i.e., the ciphertext itself without any trapdoor leaks information (e.g., document/keyword similarity) and directly leaks the search pattern. In the case of public key deterministic encryption using well known keywords, the server can start a brute force attack, by encrypting all possible keywords with the public key and check the encryptions against the ciphertexts.

Table 2.9 gives an overall view of the field of provably secure searchable encryption. The columns of the table represent the different architectures. In the first eight rows, a check mark denotes that there exists a scheme with the specific query expressiveness. A dash indicates, that we are not aware of a provably secure SE scheme with the respective expressiveness captured by that row. The ninth row gives the number of schemes per architecture, discussed in this chapter. The number of implemented schemes that we know of is stated in the tenth row. The last row denotes the timespan, in which research in the corresponding architecture was conducted.

In total, we analyzed 58 schemes. As indicated in Table 2.9, most of the SE schemes proposed so far fall either in the S/S, or in the M/S architecture. This is due to the use of symmetric or asymmetric encryption primitives, respectively. Although the S/M architecture has not received much research attention in the past, the two existing schemes, that fall into this architecture, were proposed in 2011. The S/M architecture as the natural extension of the S/S architecture is used for data sharing, where a single writer shares data with several readers. This is a common scenario in practice. Nevertheless, research with respect to this architecture is lean. The same applies to the M/M architecture, which was intensively researched between 2007 and 2008, but seems to be currently out of interest.

Note that an S/S scheme can be trivially constructed from an M/S scheme, by keeping the public key of the PKE in use, secret. Since the M/S schemes use PKE, it is likely that those schemes are an order of magnitude less efficient than an S/S scheme which is based on symmetric primitives. S/S schemes can also be trivially constructed from S/M schemes.

Only six papers (ABC+, CJJ+, DRD, KPR, PKL+, and RVB+) provide an implementation of the schemes including performance numbers. Most implementations are not publicly available, which makes it hard to compare the schemes on the same hardware with the same dataset. Moreover, it is hard to provide a direct performance comparison, since existing protocols for SE address different scenarios and threat models.

2.6.2 Conclusions

After more than a decade of research, significant progress in the field of provably secure searchable encryption has been made. Research has taken place in all three research directions, mainly focusing on the improvement of query expressiveness and security. In the following, we present our conclusions, classified based on those three research directions.

QUERY EXPRESSIVENESS. Existing SE schemes already achieve a variety of different search features which allow the deployment of a wide range of applications. Looking at Table 2.9 we observe a lack of expressiveness in the
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Table 2.9: Overview of known research in the field.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>S/S</th>
<th>S/M</th>
<th>M/S</th>
<th>M/M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equality</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Conjunction</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Comparison</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Subset</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Range</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Wildcard</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Similar/Fuzzy</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Inner Product</td>
<td>✓</td>
<td>-</td>
<td>(✓)</td>
<td>-</td>
</tr>
</tbody>
</table>

| # of schemes   | 27  | 3   | 19  | 9   |
| # of implementations | 6   | 1   | -   | 2   |

*/M architectures. The widest variety in query expressiveness can be found in the M/S architecture. This is due to the various public key encryption schemes and primitives used in this area. Since there is a wide spectrum of different techniques for PKE, searchable encryption in the M/S architecture can be realized using different primitives, e.g., IBE [40], AIBE, and HIBE [8] or HVE [43]. SE in the M/S setting moves more and more towards (fine-grained) access control (AC). Using AC, a simple search consists of testing whether a certain trapdoor is allowed to decrypt a ciphertext. A successful decryption indicates a match. Since in general, IPE can be used for SE, but no explicit IPE scheme for SE exists, the checkmark in Table 2.9 is in parentheses. Note, that inner products can support conjunctive, disjunctive, subset, and range queries, as well as polynomial evaluations and CNF/DNF formulas.

Efficiency. While research in SE continues in all directions, there is an efficiency issue in the multi-user setting that needs to be solved to allow a widespread use of searchable encryption. Efficient schemes with sub-linear or optimal search time that achieve IND/PK-CKA2 security exist only in the S/S setting. Current SE schemes in the S/M, M/S and M/M settings, achieving IND/PK-CKA2 security, are inefficient (linear in the number of data items/documents) and do not scale well for large datasets which makes them impractical for real life use. The deployment of the proposed schemes will cause high query latency and will allow a database server to serve a limited number of clients.

However, two reasons make it more and more urgent to construct practical schemes, namely: (i) governments force organizations to use encryption and (ii) the increasing utilization of cloud services:

i) A number of governmental regulations, such as the Health Insurance Portability and Accountability Act (HIPAA) and the Sarbanes-Oxley Act (SOX), stipulate that organizations have to encrypt their data to prevent it from being disclosed to unauthorized parties. At the same time, organizations require to search in and process their encrypted data in a
secure way. Thus, it gets more and more important to come up with solutions, confronting the needs of real-world scenarios.

ii) In the past, companies relied solely on a protected environment and strong access control for their databases. The current use of cloud services leaves companies to rely solely upon encryption to secure their data and confront threats such as business espionage.

**SECURITY.** All discussed schemes achieve provable security. SE schemes need to be proven secure in some sense. If a scheme is not secure, encryption is redundant. Nonetheless, even if a scheme is proven secure, it is hard to assess its security, since most schemes are proven secure in different security models and under different computational hardness assumptions. Thus, comparing existing schemes in terms of security is not always possible. Some schemes base their proofs on standard or well-known assumptions. Others come up with novel security assumptions, which makes the evaluation of the security difficult. Nevertheless, the IND-CKA2 definition gained widespread acceptance as a strong notion of security in the context of SE.

However, using this definition alone is not enough, since the security of SE schemes also needs to take into account the information leakage during or after a search. Recently, Kamara et al. [106] proposed a framework for describing and comparing the leakage of SE schemes. As a result, the IND-CKA2 definition can be parameterized with additional leakage functions to specify the full information leakage. This is important, since the leaked information can/might be used for statistical analysis (e.g., the search pattern).

The search pattern reveals whether two searches were performed for the same keyword or not. Hence, the search pattern gives information on the occurrence frequency of each query. This is a serious problem, as it allows an attacker to perform statistical analysis on the occurrence frequency, eventually allowing the attacker to gain knowledge about the underlying plaintext keywords.

Most proposed schemes, allow the leakage of the search pattern. Some strive to hide as much information as possible. Revealing the search pattern might not be a problem for certain scenarios, whereas for others it is unacceptable. In a medical database for example, revealing the search pattern might already leak too much information. This information might be used to correlate it with other (anonymised) public databases. In most situations it is reasonable that an SE scheme leaks the access pattern. However, for high security applications the protection of the access pattern might be mandatory. To the best of our knowledge, there is no practical SE scheme that hides the access pattern. However, Boneh et al. [50] propose a theoretical solution for PKE that allows PIR queries and does not reveal any information with respect to the user’s search; not even the access pattern. Their solution is computationally expensive and closer to the concept of PIR than SE, which lead us to exclude the aforementioned solution from our analysis.

2.6.3 **Future Work**

Future research should focus on improving the query expressiveness and the efficiency/scalability of SE schemes in the S/M, M/S and M/M setting. For some applications, more secure schemes that protect the search pattern might be of interest.
QUERY EXPRESSIVENESS. Research on query expressiveness needs to move towards closing the gap between existing SE schemes and plaintext searches. This includes, but is not limited to functionalities like phrase search, proximity search or regular expressions. Especially in the */M settings, which represent typical scenarios of data sharing, more query expressiveness is desirable. An interesting research question for */M architectures is whether it is possible to create new schemes which do not rely on a TTP.

An interesting approach for future research is certainly a problem-driven approach; identifying the real-world problems, requirements, and needs first and then trying to address them by means of SE would lead to concrete and useful application scenarios, e.g., search in outsourced (personal) databases, secure email routing, search in encrypted emails and electronic health record (EHR) systems. In order to make an important step towards a widespread use of searchable encryption, multi-user schemes need to become more efficient and scalable for large datasets. To assess the real performance of the constructions, more implementations, performance numbers or at least concrete parameters for the used primitives are necessary.

EFFICIENCY. The main focus of future research in the multi-user setting should be the efficiency, since a problem with existing multi-user SE schemes is that they are not practical in real-world applications and do not scale well for large datasets. Only the S/S setting presents reasonable efficient and/or scalable constructions. Consequently, one of the goals of future work should be the reduction of the computational complexity. More efficient provably secure schemes are essential. One possible way to achieve that, seems to be the use of different, more efficient primitives or different data representations (e.g., forward index vs. inverted index vs. trees).

Another promising way, to address the efficiency/scalability problem, might be to explore the possibilities of using two or more collaborating servers to make the search process more efficient. This approach already exists in the context of Secure Multi-Party Computation [187] and Private Information Retrieval [69]. Another approach towards improving the efficiency in SE is outsourcing (heavy) computations to third-party entities. One could explore the possibilities of outsourcing (parts of) the computation to (i) dedicated computing utilities and (ii) peer-to-peer networks. The field of distributed cryptography could be of help towards this direction. Distributed systems have the additional advantages of autonomy and decentralization, fault tolerance, and scalability. Also, distributed designs can be implemented to be secure against malicious participants and/or allow users to remain anonymous.

In the current research stage, most of the schemes are non-interactive. Deploying interactive protocols, can enable the use of simpler primitives and might be computationally more efficient than non-interactive protocols. On the other hand, the communication complexity will most likely increase. This creates a new efficiency trade-off: computational efficiency vs. communication efficiency. However, interactive protocols can achieve a higher level of security [3, 50] or efficiency [63].

SECURITY. First and foremost, a searchable encryption scheme should be secure. The IND-CKA2 security definition is considered strong in the context of searchable encryption, but allows the leakage of the search pattern. The leakage of the search pattern can be exploited to break the encryption, which
Table 2.10: Security assumptions used in this chapter. A * marks assumptions that are generally believed to be well studied.

<table>
<thead>
<tr>
<th>Security Assumption</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilinear DH (BDH)*</td>
<td>[41, 107]</td>
</tr>
<tr>
<td>Bilinear DH Inversion (BDHI)</td>
<td>[40, 133]</td>
</tr>
<tr>
<td>Composite 3-Party DH (C3DH)</td>
<td>[43]</td>
</tr>
<tr>
<td>Computational DH (CDH)*</td>
<td>[77]</td>
</tr>
<tr>
<td>Co-Diffie-Hellman (coDDH)</td>
<td>[19, 42]</td>
</tr>
<tr>
<td>External co-DH (coXDH)</td>
<td>[161]</td>
</tr>
<tr>
<td>Decisional Composite Residuosity (DCR)*</td>
<td>[148]</td>
</tr>
<tr>
<td>Decisional DH (DDH)*</td>
<td>[39]</td>
</tr>
<tr>
<td>Decisional DH Inversion (DDHI)</td>
<td>[60]</td>
</tr>
<tr>
<td>Discrete Logarithm (DL)*</td>
<td>[77]</td>
</tr>
<tr>
<td>Decisional Linear DH (DLIN)*</td>
<td>[46]</td>
</tr>
<tr>
<td>Extended Strong RSA (es-RSA)</td>
<td>[180]</td>
</tr>
<tr>
<td>Gap DH (GDH)</td>
<td>[138]</td>
</tr>
<tr>
<td>Modified CDH (mCDH)</td>
<td>[105]</td>
</tr>
<tr>
<td>Mixed XDH (MXDH)</td>
<td>[18]</td>
</tr>
<tr>
<td>Quadratic Indistinguishability Problem (QIP)</td>
<td>[95] is QRP</td>
</tr>
<tr>
<td>RSA (RSA)*</td>
<td>[160]</td>
</tr>
<tr>
<td>Strong RSA (s-RSA)*</td>
<td>[21, 72, 85]</td>
</tr>
<tr>
<td>Symmetric External DH (SXDH)</td>
<td>[18]</td>
</tr>
<tr>
<td>External DH (XDH)</td>
<td>[46, 163]</td>
</tr>
</tbody>
</table>

might be fatal in some application scenarios. Since only SSW (predicate encryption) is fully secure, future work should strive to also protect the search pattern.

APPENDIX

Table 2.10 gives an overview of the security assumptions used by the schemes, discussed in this chapter. The first row gives the assumption name and its abbreviation, the second row gives the reference to the assumption.
As discussed in Chapter 2, existing searchable encryption schemes allow the leakage of the search pattern, which can be used to break the encryption. In this chapter, we construct a provably secure search pattern hiding scheme that is orders of magnitude more efficient than the search pattern hiding predicate encryption scheme by Shen, Shi, and Waters [167] (cf. Section 2.3.1). To hide the search pattern we use approach A1 by privately calculating the inner product between the trapdoor and the database. We propose the concept of selective document retrieval (SDR) from an encrypted database which allows a client to store encrypted data on a third-party server and perform efficient search remotely. The interactive nature of SDR allows to achieve a higher level of security than any existing searchable symmetric encryption (SSE) scheme, although it might be regarded as an efficiency drawback in some application scenarios. We propose a new SDR scheme – based on the recent advances in somewhat homomorphic encryption – and prove its security in our security model. Regarding query expressiveness, our scheme can be extended to support many useful search features, including aggregating search results, supporting conjunctive keyword search queries, advanced keyword search, search with keyword occurrence frequency, and search based on inner product. To evaluate the performance, we implement the search algorithm of our scheme in C. The experiment results show that a search query is three orders of magnitude faster than existing schemes that achieve a similar level of security, i.e., protecting the search pattern.

3.1 Introduction

Outsourcing data to a third-party server is continuously gaining popularity because it can significantly reduce operational costs for a client. However, to store outsourced data securely on an untrusted server, the data should be encrypted to make it inaccessible to the server and other attackers. The issue is that, if the encryption is done with standard encryption schemes, the client will not be able to search anymore unless it retrieves the whole outsourced database from the server. To solve the problem, we need a special type of encryption primitive which allows the following things.

1. The client can encrypt his data and store the ciphertext on the server. More specifically, we assume the client stores a list of (document, index) pairs on the server, where the index is an encrypted version of the keywords which appear in the document. Note that the document should be encrypted independently. We skip the details of document encryption because it is not relevant for the search.

2. The client can ask the server to search the indexes on his behalf, without leaking information about the keywords in the indexes and what has been searched for. Moreover, the client may even want to hide from the server the fact which documents have been matched by a search query.
3. The client can selectively retrieve (possibly in a private manner, i.e., without leaking the access pattern) the contents identified by a search. The option for the client to selectively retrieve matched documents may be very useful in practice. For example, a search may indicate that 900 out of 1000 documents are matched, but the client may just want to retrieve 10 of them instead of all of them due to various reasons. The option for the client to retrieve matched documents in a private manner may also be useful in practice since which documents are retrieved can already leak some information about the documents.

The first two requirements are motivated by security considerations in an outsourcing scenario, while the last one is motivated by flexibility, efficiency, and security considerations. Note that, an alternative solution would be for the client to store a plaintext copy of the indexes locally so that she can search by herself. This is not a good solution because the client needs to maintain the index storage.

In the setting of SSE, the server can directly return the matched documents after executing the SearchIndex algorithm on all indexes. In contrast, in the setting of SDR, the SearchIndex algorithm only returns the encrypted search results to the client, so that the client and the server need to additionally run a Retrieve algorithm, as explained later, for the client to retrieve the matched documents.

**Problem Statement.** In the direction of solving the above problem, searchable encryption schemes (SE) have been the most relevant cryptographic primitive. A SE scheme enables a third-party server to search on his behalf directly on encrypted data without knowing the plaintext data. In particular, SE in the symmetric setting can serve as a more suitable solution, where the term symmetric means that only the client can generate searchable contents. It is worth noting that there also exist SE schemes in the asymmetric setting, such as PEKS [47], where the concept of a public key encryption scheme is employed and every entity can generate searchable data. As discussed in Chapter 2 it is impossible to hide the search pattern in PEKS schemes due to the use of public key encryption. Thus, asymmetric SE is of lesser interest to our problem.

SSE is meant to achieve the functionalities in the first two requirements mentioned before. By a straightforward extension as discussed in Remark 3.1 in Section 3.2.1, it can achieve the functionality in the third requirement. However, with respect to the desired security guarantees, an SSE scheme leaks a lot of sensitive information to the server, and such information includes (at least) which documents match the client’s search request and which documents the client has retrieved.

**Our Contribution.** Firstly, we propose a new cryptographic primitive, namely selective document retrieval (SDR), and present a security model.

Secondly, based on the recent advances in somewhat homomorphic encryption schemes and the index construction technique by Chang and Mitzenmacher [64], we propose a search pattern hiding SDR scheme to support equality test predicates and prove its security in the proposed security model. The intuition behind the construction is rather straightforward, but interestingly it can serve as a framework to support more flexible search features than single equality tests. We show that the proposed SDR scheme can be easily adapted to support features, including aggregating search results, supporting conjunc-
tive keyword search queries, advanced keyword search, search with keyword occurrence frequency, and search based on inner product.

Thirdly, we set appropriate parameters for the symmetric BV encryption scheme [54] and implement it in C. This is the first publicly-available implementation of the scheme in C with carefully chosen parameters, so that it may be of independent interest for other works. We use the BV scheme to instantiate the encryption component in the proposed SDR scheme, and evaluate the performances. The experiment results show that a search query takes only 47 seconds in an encrypted database with 1000 documents and 100 keywords, while a search query takes around 10 minutes in an encrypted database with 5000 documents and 250 keywords. In contrast, for the SSW scheme by Shen et al. [167], a search query takes around 16 hours in an encrypted database with 1000 documents and 100 keywords on the same server. We did not study the document retrieval performance, because it will be similar for all schemes if they are to achieve a similar level of security. We note that although the performance of the proposed SDR scheme does not say that it is an efficient solution in all application scenarios, it is the most efficient one we have now.

As in the case of SSE, an SDR scheme allows a client to store encrypted data on a third-party server and performs efficient search remotely. The difference is that the server does not directly learn which documents match the client’s query, therefore, an additional communication round is required for the client to retrieve the related documents. The interactive nature of SDR allows to achieve a higher level of security than any existing SSE schemes, although it might be regarded as an efficiency drawback in some application scenarios. According to the definition of SSE, the server learns the match results from executing the search query. As a result, a secure SSE scheme cannot be directly extended to achieve all three privacy properties, even if it is fully secure under the definition of Shen et al. [167].

**Organization.** The rest of this chapter is organized as follows. In Section 3.2, we describe SDR and formalize its security property. In Section 3.3, we propose a SDR scheme and prove its security in Section 3.4. In Section 3.5, we describe various search features of the proposed SDR scheme. In Section 3.6, we implement the search algorithm of the proposed SDR scheme and analyze the experimental results. Section 3.7 concludes this chapter.

### 3.2 Selective Document Retrieval

Throughout this chapter, we use the following notation. Let \( D = \{d_1, \ldots, d_n\} \) be a set of \( n \) documents and \( W = \{w_1, \ldots, w_m\} \) be a pre-built dictionary of \( m \) keywords. Given a document \( d \), let \( u(d) \) denote the set of distinct keywords in \( d \). The keyword used in a query is denoted by \( s \in W \). Given a tuple \( t \), we refer to the \( i \)-th entry of \( t \) as \( t[i] \).

#### 3.2.1 Algorithmic Definition of SDR

An SDR scheme comprises five algorithms (Keygen, BuildIndex, Trapdoor, SearchIndex and Retrieve), defined as follows.

---

1 [http://scs.ewi.utwente.nl/other/boesch/bv.zip](http://scs.ewi.utwente.nl/other/boesch/bv.zip)
• $K \leftarrow \text{Keygen}(\lambda)$: Run by a client, this algorithm takes a security parameter $\lambda$ as input, and outputs a secret key $K$. It may also generate some other public parameters such as a predicate set $\mathcal{F}$.

• $I_d \leftarrow \text{BuildIndex}(K, d)$: Run by the client, this algorithm takes the key $K$ and a document $d \in D$ as input, and outputs an encrypted index $I_d$.

• $T_f \leftarrow \text{Trapdoor}(K, f)$: Run by the client, this algorithm takes the key $K$ and a predicate $f \in \mathcal{F}$ as input, and outputs a trapdoor $T_f$.

• $[R_d] \leftarrow \text{SearchIndex}(T_f, I_d)$: Run by the server, this algorithm takes a trapdoor $T_f$ and an index $I_d$ as input and returns an encrypted result $[R_d]$ to the client, where $R_d$ implies whether $u(d)$ satisfies the predicate $f$ or not.

• $E(d_i) \leftarrow \text{Retrieve}(K, \{[R_d] \mid d \in D\}; D)$: Run between the client and the server, the client takes the secret key $K$ and the encrypted search results $\{[R_d] \mid d \in D\}$ as input and the server takes the encrypted database $D$ as input. At the beginning of the protocol, the client first decrypts $\{[R_d] \mid d \in D\}$ and decides which documents to retrieve, and at the end of the protocol the client retrieves the documents she wants.

A standard work flow of SDR is shown in Figure 3.1. In the setup phase, a client $C$ first runs the Keygen algorithm to generate the key $K$ and parameters. Then, in the upload phase, $C$ runs the BuildIndex algorithm to generate an index for every document she has and finally stores every (document, index) pair on the server. We assume that the documents are encrypted by the client with some standard symmetric encryption algorithm using a key different from $K$. Later on, in the query phase, when the client wants to retrieve some documents, it first runs the Trapdoor algorithm to generate a trapdoor, then sends the trapdoor to the server which can then run the SearchIndex algorithm to match the trapdoor with every index in the database and send the encrypted match results to the client. Finally, the client runs the Retrieve algorithm with the server to retrieve (some of) the matched documents. Note that the client can selectively retrieve the matched documents, not necessarily all of them.

**Remark 3.1** Referring to the definition of SSE [75], any SSE scheme can be trivially extended to a SDR scheme: by letting the server send the search results (i.e., outputs of SearchIndex executions) back to the client, who then selectively determines which documents to retrieve. If we assume that the server returns all the documents matched by the SearchIndex in SSE, then it is equivalent to a SDR scheme in which the client always retrieves all the matched documents.

Similar to the case in other cryptographic primitives, an SDR scheme should always be sound, namely the following two conditions always hold.

1. If $u(d)$ satisfies $f$, then $\text{Retrieve}(K, \{[R_d] \mid d \in D\}; D)$ will return all documents $d$ chosen by the client.
2. If $u(d)$ does not satisfy $f$, then the probability that $\text{Retrieve}(K, \{[R_d] \mid d \in D\}; D)$ returns $d$ is negligible.

### 3.2.2 Security Properties for SDR

Recall that the main objective of SDR schemes is to enable the server to search over the encrypted data and let the client selectively retrieve the matched con-
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Setup Phase

\[
\text{Keygen}(\lambda)
\]

Upload Phase

\[
I_id = \text{BuildIndex}(d_id) \quad \longrightarrow \quad D = \{I_id||E(d_id)\}
\]

Query Phase

\[
T = \text{Trapdoor}(f) \quad \longrightarrow \quad [\![R]\!] = \text{SearchIndex}(\{I_id\}, T)
\]

\[
\{id\} = D([\![R]\!]) \quad \leftarrow \quad [\![R]\!] = \text{SearchIndex}(\{I_id\}, T)
\]

Retrieval Phase

\[
d_id = D(E(d_id)) \quad \longrightarrow \quad E(d_id) = \text{Retrieve}(id, D)
\]

\[
d_id = D(E(d_id)) \quad \leftarrow \quad E(d_id) = \text{Retrieve}(id, D)
\]

Figure 3.1: General model of selective document retrieval (SDR) schemes. For ease of readability we omit the secret key K.

Contents. In this setting, information leakage can come from three sources, namely index, trapdoor, and query results. Correspondingly, there are three types of privacy concerns.

- **Index privacy**, similar to the plaintext privacy in [167], means that indexes should not leak any information about the encoded keywords.

- **Trapdoor privacy**, similar to the predicate privacy in [167], means that trapdoors should not leak any information about the encoded predicates. This inherently includes the protection of the search pattern.

- **Query result privacy** means that if the client retrieves \(x\) documents for any integer \(x\) in two executions of the Retrieve algorithm, then the server should not know whether the two executions return the same documents or not.

The concerns of index privacy and trapdoor privacy have been considered by existing SSE schemes. Notably, Shen et al. [167] propose a definition of full security, which tries to capture the above two privacy concepts. Note that, Shen et al. only give a fully secure SSE scheme which supports inner product queries for vectors of even length, without being able to present a scheme which generally achieves full security. To our knowledge, no SSE scheme has been shown to be fully secure in general.

However, query result privacy has not been touched upon in the setting of outsourcing encrypted data, although it is a practical concern for many application scenarios. For example, suppose that Alice stores both her work-related documents and personal documents on a remote server protected by an SSE scheme. Moreover, she only queries her work-related documents in her office, and queries personal documents at home. One day, if the server notices at 10:00 pm that Alice is querying the same document as that she queried at 11:00 am, then the server can guess that Alice is working over the time in her office.
1. The challenger runs the Keygen algorithm and obtains the secret key $K$ and the predicate set $F$. The challenger publishes $F$ and picks a random bit $b$.

2. The attacker $\mathcal{A}$ adaptively makes the following types of queries.

- **Index oracle query.** On the $j$-th index query, $\mathcal{A}$ outputs two documents $d_{j,0}, d_{j,1} \in \mathcal{D}$. The challenger responds with $\text{BuildIndex}(K, d_{j,b})$.

- **Trapdoor oracle query.** On the $i$-th trapdoor query, $\mathcal{A}$ outputs two predicates $f_{i,0}, f_{i,1} \in F$. The challenger responds with $\text{Trapdoor}(K, f_{i,b})$.

- **Retrieve oracle query.** Suppose that there have been $j$ index queries and $i$ trapdoor queries, the challenger (simulating the client) and the server runs the Retrieve algorithm. The server’s input is the database $\mathcal{D}$, which contains $j$ (index, document) pairs, and the challenger’s input is the key $K$ and a set of document identifiers $\mathcal{I}_b$, where $\mathcal{I}_0$ and $\mathcal{I}_1$ are two identifier sets of identical size chosen by the attacker. Basically, $\mathcal{I}_b$ tells which documents the challenger should retrieve.

3. $\mathcal{A}$ outputs a guess $b'$ of the bit $b$.

Figure 3.2: Attack Game of SDR

### 3.2.3 Game-style Security Definition

Similar to the security definitions in SSE security models, we consider the attacker to be a semi-honest server (and any other outside attacker). By semi-honest we mean an honest-but-curious [93] database server that can be trusted to adhere to the protocol, but which tries to learn as much information as possible. Formally, the definition is as follows.

**Definition 3.1** An SDR scheme is secure if no probabilistic polynomial-time attacker has non-negligible advantage in the attack game defined in Figure 3.2, where the advantage is defined to be $|\Pr[b = b'] - \frac{1}{2}|$.

By granting index oracle queries to the attacker, we cover index privacy in the sense that the attacker cannot distinguish the indexes of different documents. By granting trapdoor oracle queries to the attacker, we cover trapdoor privacy in the sense that the attacker cannot distinguish the trapdoors received from the client. Similarly, by granting retrieve oracle queries to the attacker, we cover query result privacy in the sense that the attacker cannot tell apart the retrieved documents by the client. Note that in granting the retrieve oracle queries, we restrict that the identity sets are of the same cardinality; other-
wise the attacker may trivially win the game unless the client always retrieves all the documents. As a consequence, if an SDR scheme is secure under this definition, an attacker only learns how many documents the challenger has retrieved but nothing else.

Remark 3.2 Compared with the full security definition for SSE [167] the above definition formulates strictly stronger security protection because we removed the restriction on the index and trapdoor queries in the attack game. Not surprisingly, a SDR scheme resulting from a simple extension based on a fully secure scheme as mentioned in Remark 3.1 in Section 3.2.1 will not be secure under Definition 3.1.

3.2.4 Relaxation of the Security Definition

As discussed before, query result privacy may be an important concern in many application scenarios for SDR schemes, but it may not be so important in other scenarios. To be secure under Definition 3.1, the Retrieve algorithm of an SDR scheme will use a private information retrieval [69, 142] technique in one way or another so that it will incur significant computational and communication complexities, hence this privacy property may be sacrificed for the efficiency reasons. As a result, it is useful to have a definition covering only index privacy and trapdoor privacy. Formally, we give the following definition.

Definition 3.2 An SDR scheme achieves index privacy and trapdoor privacy, if no probabilistic polynomial-time attacker has non-negligible advantage in the attack game defined in Figure 3.2 with the following exceptions.

1. Retrieve oracle challenge query is disallowed in the game.
2. For any index oracle challenge query \((d_{j,0}, d_{j,1})\) and any trapdoor oracle challenge query \((f_{i,0}, f_{i,1})\), the following is true:
   \[ u(d_{j,0}) \text{ satisfies } f_{i,0} \text{ if and only if } u(d_{j,1}) \text{ satisfies } f_{i,1}. \]

With the relaxation, the above definition provides the same level of security guarantees to the full security definition [167].

Besides the above relaxation, it is straightforward to give a single challenge version of Definition 3.1 in the same manner as Shen et al. [167], which only allows the attacker to make the challenge on a pair of messages or predicates. As in the case of Shen et al., the new definition will provide weaker privacy guarantee than Definition 3.1.

3.3 The Proposed SDR Scheme

In this section, we describe a new SDR scheme and prove its security in the security model described in Section 3.2. We describe the scheme for the case of equality test predicates, while the scheme does support other types of predicates which will be elaborated in Section 3.5.

3.3.1 Preliminary

An encryption function \(E(\cdot)\) is called homomorphic if there exist two (possibly the same) operations \(\otimes\) and \(\oplus\), such that \(E(a) \otimes E(b) = E(a \oplus b)\). In this
Figure 3.3: Our proposed SDR scheme. TLU denotes a table look-up.
4. Output the index $J_d = [I_d]$.

- $T_{f_0} \leftarrow \text{Trapdoor}(K, f_0)$. With the key $K$ and a predicate $f_0$, the algorithm does the following:
  1. Construct $T_{f_0} = (t_{f_0}[1], t_{f_0}[2], \ldots, t_{f_0}[m])$. For every $1 \leq i \leq m$, the value of $t_{f_0}[i]$ is set to 1 if $s = w_i$ and 0 otherwise.
  2. Output the trapdoor $T_{f_0} = ([t_{f_0}[1]], [t_{f_0}[2]], \ldots, [t_{f_0}[m]])$.
- $[R_d] \leftarrow \text{SearchIndex}(T_{f_0}, J_d)$. With a trapdoor $T_{f_0}$ and an index $J_d$, the algorithm outputs $[R_d] = [t_{f_0} \odot I_d]$, where the notation $\odot$ represents an inner product. Note that the computation is based on $T_{f_0}$ and $J_d$ using the homomorphic properties stated in Section 3.3.1. The server sends $[R_d]$ to the client.
- $E(d_1) \leftarrow \text{Retrieve}(K, ([R_d] \mid d \in \mathcal{D}); \mathcal{D})$. Here, $\mathcal{D}$ is the database which contains all the (document, index) pairs the client has stored at the server. The client and the server interact as follows:
  1. The client first decrypts the encrypted search results $([R_d] \mid d \in \mathcal{D})$, and gets to know which are the matched documents.
  2. The client decides a subset of the matched documents, and runs a private information retrieval (PIR) protocol (e.g. [69, 142, 146]) with the server to retrieve the documents.

For efficiency reasons, in the Retrieve algorithm, the client can select the desired documents and directly tell the server which documents she wants.

### 3.4 Security Analysis

With respect to the proposed SDR scheme, it is clear that the SearchIndex algorithm always returns 1 if $u(d)$ satisfies $f_s$ and 0 otherwise. Hence, the soundness property is achieved given that the PIR protocol used in the Retrieve algorithm is also sound. Next, we summarize the security of the SDR scheme.

**Theorem 3.1** The proposed SDR scheme in Section 3.3.2 is secure under Definition 3.1 given that the adopted symmetric homomorphic encryption scheme is IND-CPA secure [69] and the PIR protocol in the Retrieve algorithm is secure [69].

**Sketch of Proof.** Suppose that an attacker has advantage $\epsilon_0 = |\Pr[b = b'] - \frac{1}{2}|$ in the attack game, defined in Figure 3.2. More precisely, we let $\epsilon_0 = \epsilon_{0,0} + \epsilon_{0,1} - \frac{1}{2}$, where $\epsilon_{0,0} = \Pr[b = b'|b = 0]$ and $\epsilon_{0,1} = \Pr[b = b'|b = 1]$. Let the faithful execution of the attack game be denoted as Game$_0$.

Now, we consider a new game, denoted as Game$_1$. In this game, we assume that the attacker performs the same as in Game$_0$ except that it always sets $\mathcal{D}_1$ to be identical to $\mathcal{D}_0$ in the Retrieve algorithm execution. In this game, let the attacker’s advantage be $\epsilon_1 = |\epsilon_{1,0} + \epsilon_{1,1} - \frac{1}{2}|$, where $\epsilon_{1,0} = \Pr[b = b'|b = 0]$ and $\epsilon_{1,1} = \Pr[b = b'|b = 1]$. Due to the difference between Game$_1$ and Game$_0$, we have the following: $\epsilon_{0,0} = \epsilon_{1,0}$ and $|\epsilon_0 - \epsilon_1| \leq |\epsilon_{0,1} - \epsilon_{1,1}|$. Note that $\epsilon_{0,1}$ and $\epsilon_{1,1}$ are the probabilities that the attacker outputs 1 respectively, after adaptively executing a sequence of the Retrieve algorithm. For each execution of the Retrieve algorithm, the attacker sets $\mathcal{D}_1$ to run the PIR protocol in the case of $\epsilon_{0,1}$ and sets $\mathcal{D}_0$ to run the PIR protocol in the case of $\epsilon_{1,1}$. Different from the security definition of PIR protocol, in our setting the attacker outputs
a guess after executing a sequence of algorithm executions. However, with a standard reduction technique, it is straightforward to prove that the difference between $|\epsilon_{0,1} - \epsilon_{1,1}|$ and the advantage of winning a PIR security game is negligible. This leads to the conclusion that $|\epsilon_{0,1} - \epsilon_{1,1}|$ is negligible given that the PIR protocol used in the Retrieve algorithm is secure.

Next, we need to evaluate the probability $\epsilon_1$ in Game 1. In this game, the challenger will retrieve the same set of documents regardless of the value of $b$. Therefore, the attacker’s guess will be independent from the executions of the Retrieve algorithm. Having made this clear, then Game 1 is equivalent to a indistinguishability game for the encryption scheme, in which the attacker is asked to distinguish the ciphertexts of two vectors of plaintexts which can be adaptively chosen. It is well known that if an encryption scheme is IND-CPA secure then the advantage is negligible in the above case. In fact, this can be proven by a simple reduction on the vector length, but we omit the details here. As a conclusion, the probability $\epsilon_1$ is negligible given that the encryption scheme is IND-CPA secure.

To sum up, we have informally shown that both $\epsilon_1$ and $|\epsilon_0 - \epsilon_1|$ are negligible. As a result, $\epsilon_0$ is negligible, and the theorem follows.

In the proposed SDR scheme, if the client directly retrieves the matched documents without using a PIR protocol in the Retrieve algorithm, then the scheme achieves the relaxed security under Definition 3.2 given that the encryption scheme is IND-CPA secure. The intuition is very straightforward based on the fact that all operations in the search are carried out in the ciphertext domain using the homomorphic properties of the encryption scheme.

**Theorem 3.2** The proposed SDR scheme without using PIR protocol in the Retrieve algorithm achieves index privacy and trapdoor privacy under Definition 3.2 given that the adopted symmetric homomorphic encryption scheme is IND-CPA secure [96].

### 3.5 Adaptations of the Proposed SDR Scheme

In the previous section, we described an SDR scheme and analyzed its security. Besides supporting equality test predicates, the scheme can be adapted to support a number of useful search features, including aggregating search results, supporting conjunctive keyword search queries, advanced keyword search, search with keyword occurrence frequency, and search based on inner product. Moreover, based on the same analysis in Section 3.4, all variants in this section are still secure in our security model. We also show that it is straightforward to adapt the proposed SDR scheme to the asymmetric setting or multi-user setting.

#### 3.5.1 Aggregating Search Results

In the proposed scheme, the server has to send back an $[R_d]$ for each document. If the symmetric BV scheme [54] is used in the scheme, to reduce the communication complexity, we can transform (depending on the degree $\alpha$ of the polynomials) up to $\alpha$ ciphertexts that encode $\alpha$ bits separately, into a single ciphertext $C_p$ [121] (intuitively, it is shown in Figure 3.4). For a detailed
description of the BV-scheme and the used variables, we refer the reader to Section 3.6.1. The packed ciphertext is calculated by:

\[ C_p = \left( \sum_i c_{0,i} x_i, \sum_i c_{1,i} x_i \right) \]

This means, for a collection of 1000 documents and using a 1024 degree polynomial, the server has to send back only one ciphertext instead of 1000.

### 3.5.2 Conjunctive Keyword Search

To support conjunctive keyword search queries for any number of keywords, we propose a variant of our SDR scheme. The Trapdoor algorithm needs to be changed slightly, while other algorithms stay basically the same. For conjunctive keyword search, the predicate set can be denoted as \( \mathcal{F} = \{ f_{W'} \mid W' \subseteq W \} \). For any document \( d \), \( u(d) \) satisfies \( f_{W'} \) if and only if \( u(d) \subseteq W' \).

- **Trapdoor** \((K, f_{W'})\). With the key \( K \) and a predicate \( f_{W'} \), it does the following:
  1. Construct \( t_{f_{W'}} = (t_{f_{W'}[1]}, t_{f_{W'}[2]}, \ldots, t_{f_{W'}[m]}) \). For every keyword \( s_i \in W \), the value of \( t_{f_{W'}[i]} \) is set to be 1 if \( s_i \in W' \) and 0 otherwise.
  2. Output the trapdoor \( T_{f_{W'}} = ([t_{f_{W'}[1]}], [t_{f_{W'}[2]}], \ldots, [t_{f_{W'}[m]}]) \).

As a result of the modification, the output of a \( \text{SearchIndex}(T_{f_{W'}}, J_d) \) query tells the client how many keywords in the trapdoor appear in the index \( J_d \).

### 3.5.3 Advanced Keyword Search

In some application scenarios, the client may care about some keywords more than others, which implies that it is desirable to allow the client to put a weight on each keyword in the trapdoor. To do so, we propose another variant of our SDR scheme. The Trapdoor and Retrieve algorithms need to be changed slightly, while other algorithms stay basically the same. For this variant, the predicate set can be denoted as \( \mathcal{F} = \{ f_{W'} \mid W' \subseteq W \} \), as specified in Section 3.5.2.

- **Trapdoor** \((K, f_{W'})\). With the key \( K \) and a predicate \( f_{W'} \), it does the following:
  1. Construct \( t_{f_{W'}} = (t_{f_{W'}[1]}, t_{f_{W'}[2]}, \ldots, t_{f_{W'}[m]}) \). For every keyword \( s_i \in W \), the value of \( t_{f_{W'}[i]} \) is set to be \( 2^{i-1} \) if \( s_i \in W' \) and 0 otherwise.
  2. Output the trapdoor \( T_{f_{W'}} = ([t_{f_{W'}[1]}], [t_{f_{W'}[2]}], \ldots, [t_{f_{W'}[m]}]) \).
• **Retrieve**($K, [R_d | d \in \mathcal{D}]; \mathcal{D})$. Here, $\mathcal{D}$ is the database which contains all the (index, document) pairs the client has stored at the server. The client and the server interact as follows:

1. The client first decrypts the encrypted search results $[R_d | d \in \mathcal{D})$. For every document $d$, the client can recover which keywords are contained in the index (by writing $R_d$ in a binary form, if the $i$-th bit is 1 then $s_i$ is contained in the index). The client can then add weights on the keywords and decide which documents to retrieve.

2. The client and the server run a PIR protocol for the client to retrieve the documents.

By letting the client know exactly, which of several keywords satisfy the search, the client is able to run multiple queries at once using only one trapdoor.

### 3.5.4 Search with Keyword Occurrence Frequency

In practice, a search query may rank the relevance of a document based on not only whether some keywords are contained but also the occurrence frequency of these keywords in the documents. The proposed scheme can be modified to support such a requirement. To do so, we proposed another variant of the proposed SDR scheme. The **BuildIndex** algorithm needs to be changed slightly, while other algorithms stay basically the same. For this variant, the predicate set is still the equality test one.

- **BuildIndex**($K, d$). With the key $K$ and a document $d$, it does the following:
  1. Generate the list of distinct keywords, namely $u(d)$.
  2. Construct a plaintext index for $d$, denoted as $I_d = (I_{d}[1], I_{d}[2], \ldots, I_{d}[m])$. The bit $I_{d}[i]$ is set to be the occurrence frequency of $s$ if $s \in u(d) = w_i \in W$; otherwise, the $I_{d}[i]$ is set to be 0.
  3. Generate $I_d = ([I_{d}[1]], [I_{d}[2]], \ldots, [I_{d}[m]])$.
  4. Output the index $I_d = [I_d]$.

In this variant, the value of a **SearchIndex**($T_f, I_d$) query tells the client the occurrence of the keyword $s$ in the document $d$, and then the client can decide which documents to retrieve accordingly.

### 3.5.5 Search based on Inner Product

Inner product predicates can allow complex evaluations on conjunctions, subsets and ranges [43] as well as disjunctions, polynomial evaluations and CNF/DNF formulas [112]. To support search based on inner product, we propose another variant of our SDR scheme. The **BuildIndex** and Trapdoor algorithms need to be changed slightly, while other algorithms stay basically the same. For this variant, the predicate set can be denoted as $\mathcal{F} = \{f = (f[1], f[2], \ldots, f[m]) \mid f[i] (1 \leq i \leq m) \in \mathbb{N}\}$.

- **BuildIndex**($K, d$). With the key $K$ and a document $d$, it does the following:
  1. Generate the list of distinct keywords, namely $u(d)$.
  2. Construct a plaintext index for $d$, denoted as $I_d = (I_{d}[1], I_{d}[2], \ldots, I_{d}[m])$. The value $I_{d}[i]$ is set to be $s$ if $s = w_i$; otherwise, the $I_{d}[i]$ is set to be 0.
3. Generate $[I_d] = ([I_d][1], [I_d][2], \ldots, [I_d][m])$.
4. Output the index $J_d = [I_d]$.

- Trapdoor($K, f$). With the key $K$ and a predicate $f$, the algorithm outputs the trapdoor $T_f = ([f][1], [f][2], \ldots, [f][m])$.

As a result of the modification, the output of a SearchIndex($T_f, J_d$) query tells the client the inner product of $f$ and the keyword vector in the index $J_d$.

### 3.5.6 Multi-User Variant (adaptation to asymmetric setting)

In some application scenarios, it may be desirable that multiple users are able to write new data to an existing database as in the case of PEKS [47]. The proposed SDR scheme can be extended straightforwardly to meet the requirement. In the Keygen algorithm, the client generates a public/private key pair for a homomorphic public key encryption scheme, such as the public key version of the BV scheme [54]. In the algorithms BuildIndex, Trapdoor, and SearchIndex, the encryptions are done with the client’s public key. The Retrieve algorithm stays the same. In the extended scheme, everyone can generate searchable indexes based on the client’s public key. However, only the client with the private key is able to decrypt the search results which are always encrypted under the client’s public key. Thus, compared with other similar schemes in the asymmetric setting such as PEKS [47], the extended scheme does not suffer from the inherent offline keyword recovery attacks [58, 188] (cf. Section 2.4.1). Without the client’s secret key, the server cannot get the output of a search.

### 3.5.7 Updates

The proposed SDR scheme allows efficient updates, like most SSE schemes. A user can update the indexes in the sense that she can add and delete documents without revealing information. Only the number of documents processed is leaked. To add a document, the BuildIndex algorithm is run, and the index and encrypted document are sent to the server. To delete documents from the server, the index $[I_d]$ and the related encrypted document can be removed from the server. The scheme also allows updating of the supported search words. To add search support for a new keyword, we simply add the keyword(s) to the pre-built keyword dictionary. All newly added documents can use the new keyword(s). To support new keywords for existing documents, their indexes have to be rebuilt.

### 3.6 Performance Analysis

In this section, we adapt the lattice-based symmetric encryption scheme by Brakerski and Vaikuntanathan (BV) [54] to our proposed solution and explain our choice of parameters. We then show our implementation results and discuss some optimizations for the implementation. Note that our implementation focuses on the SearchIndex algorithm, in an attempt to demonstrate the efficiency differences between the proposed SDR scheme and existing SSE schemes.

The performance of the Retrieve algorithm is also an efficiency concern for SDR schemes depending on the document size and database size, because it will require PIR protocols. The performance of PIR protocols is currently an
ongoing research topic for the community, and researchers have shown that such protocols can actually be practical [142]. Nonetheless, in order to achieve query result privacy, such an interactive algorithm is inevitable. We leave the comprehensive performance investigation of the proposed SDR scheme to be a future work.

3.6.1 Adaption of the Symmetric BV Scheme

In this subsection we denote scalars in plain and vectors in bold. We write \( x \leftarrow X \) when we mean that \( x \) is chosen at random from the distribution \( X \). The scheme uses the following parameters:

- the dimension \( \alpha \), which is a power of 2,
- the modulus \( q \), which is a prime such that \( q \equiv 1 \pmod{2\alpha} \)
- the cyclotomic polynomial \( f(x) = x^\alpha + 1 \),
- the error distribution \( \chi \) over the ring \( R_q = \mathbb{Z}_q[x]/\langle f(x) \rangle \)
- ciphertext degree \( D \) (supports \( D - 1 \) multiplications),
- number of supported additions \( A \),
- message space \( t < q \), which is prime,
- error parameter \( \sigma \) (standard deviation of the discrete Gaussian error distribution).

All parameters are chosen in such a way to guarantee correctness and security of the scheme. For correctness the BV scheme requires:

\[
q \geq 4 \cdot (2t\sigma^2 \sqrt{\alpha})^D \cdot (2\alpha)^{(D-1)/2} \cdot \sqrt{A}.
\]

Note that \( D \) is the ciphertext degree and not the number of supported multiplications [121]. The encryption scheme consists of the following algorithms. We simplified the Mul and Add algorithms to support one multiplication followed by several additions:

- **SH.Keygen(1^k)**: Sample a ring element \( s \leftarrow R \chi \) and set the secret key \( sk := s \). (If we only care about homomorphism, sampling \( s \leftarrow R_q \) is sufficient.)
- **SH.Enc(sk, m)**: We encode our message as a degree \( \alpha \) polynomial with coefficients in \( \mathbb{Z}_t \). To encrypt, sample \( a \leftarrow R_q \) and \( e \leftarrow R \chi \) and output the ciphertext \( c = (c_0, c_1) \in R_q^2 \) where \( c_1 = -a \) and \( c_0 = as + te + m \).
- **SH.Mul(c, c')**: Given the two ciphertexts \( c = (c_0, c_1) \) and \( c' = (c'_0, c'_1) \) output the ciphertext vector \( \mathsf{c}_{\text{mul}} = c \cdot c' = (c_0c'_0, c_0c'_1 + c'_0c_1, c_1c'_1) \) using polynomial multiplication.
- **SH.Add(c, c')**: Given two ciphertexts \( c = (c_0, c_1, c_2) \) and \( c' = (c'_0, c'_1, c'_2) \) output the ciphertext vector \( \mathsf{c}_{\text{add}} = c + c' = (c_0 + c'_0, c_1 + c'_1, c_2 + c'_2) \in R_q^3 \) which is calculated by coordinate-wise vector addition of the ciphertext vectors.
- **SH.Dec(sk, c)**: To decrypt a ciphertext, first define the secret key vector \( s = (1, s, s^2, \ldots, s^D) \in R_{q^{D+1}} \), compute \( \langle c, s \rangle = \sum_{i=0}^{D} c_is_i^1 \in R_q \), and output the message \( m = \langle c, s \rangle \pmod{t} \).
Table 3.1: Implementation results for the parameters mentioned in Section 3.6.2. The degree of the polynomials is denoted by $\alpha$, $\lceil \lg(q) \rceil$ is the bit size of $q$, and $\lg(T)$ is the logarithm of the runtime of the distinguishing attack from [126]. WC $|c|$ is the worst case ciphertext size and the last two columns describe the time in seconds, that is required for a single multiplication or addition, respectively.

| $\alpha$ | $\lceil \lg(q) \rceil$ | $\lg(T)$ | WC $|c|$ | MUL | ADD |
|---------|-----------------|----------|---------|-----|-----|
| 256     | 14              | 64       | 896 B   | 410 E-06 | 11 E-06 |
| 512     | 20              | 107      | 2.5 kB  | 454 E-06 | 21 E-06 |
| 1024    | 33              | 134      | 8.25 kB | 2.8 E-03 | 72 E-06 |

3.6.2 Choice of BV Parameters and Implementation

We choose our parameters for the symmetric BV scheme based on our needs, and also take into account the work of Lauter et al. [121] which assessed the security against the decoding attack [126] and the distinguishing attack [132]. We use the following parameters: $D = 2, A = 100, t = 2, \sigma = 8$. With these fixed parameters, we calculate the flexible parameters as seen in Table 3.1. We made experiments with smaller $q$ and larger $A$ (up to 1000) and still ended up with correct results.

We implemented the scheme in C/C++ using FLINT, namely Fast Library for Number Theory [99]. We tested the code on an Intel Xeon CPU X5677@3.47 GHz running linux 2.6.37-sabayon x86_64. In this situation, our results for degree 512 polynomials show that an addition (after a multiplication) takes $21 \times 10^{-6}$ seconds and a multiplication takes $454 \times 10^{-6}$ seconds.

At this moment, we only have a single threaded implementation of our scheme. The homomorphic multiplication operation has to calculate four independent polynomial multiplications, which can be done in parallel. This will decrease the computation time significantly. The same is applicable for the addition operation, which uses three independent polynomial additions. These additions can also be easily done in parallel. Another optimization, which is mentioned by Lauter et al. [121] is to use the Fast Fourier Transformation (FFT) to speed up computations. This has already been considered in SWIFFT [131]. Due to the choice of parameters ($Z_q \mod x^\alpha + 1$, where $\alpha$ is a power of 2 and $q = 1 \mod 2\alpha$) the FFT can be computed more efficiently.

To compare our scheme with others, we also implemented a type A symmetric prime order pairing, using the PBC [130] library. On the same machine, a single pairing operation takes $5.8 \times 10^{-3}$ seconds.

3.6.3 Performance of the Proposed SDR Scheme

We now consider the efficiency of the proposed SDR scheme, where the efficiency is measured in terms of the computation, communication and space complexities.

In Table 3.2, the first column shows the number of supported search keywords. The second column shows the number of documents stored on the server. The third and fourth columns show the number of required additions
Table 3.2: Number example of the computational complexity. The last two columns describe the worst case trapdoor size considering the use of 256 or 512 degree polynomials. This is also the size of an encrypted index for a single document.

| Keywords | Docs | Add. | Mul. | WC $|T_{f_s}^{256}|$ | WC $|T_{f_s}^{512}|$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1000</td>
<td>99,000</td>
<td>100,000</td>
<td>87 kB</td>
<td>250 kB</td>
</tr>
<tr>
<td>100</td>
<td>5000</td>
<td>495,000</td>
<td>500,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>1000</td>
<td>249,000</td>
<td>250,000</td>
<td>218.75 kB</td>
<td>625 kB</td>
</tr>
<tr>
<td>250</td>
<td>5000</td>
<td>1,245,000</td>
<td>1,250,000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Number example of the computational complexity of the SSW scheme. GE(CT) and GE(T) shows the number of group elements per ciphertext and trapdoor, respectively.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Docs</th>
<th>Pairings</th>
<th>GE(CT)</th>
<th>GE(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1000</td>
<td>202,000</td>
<td>202</td>
<td>202</td>
</tr>
<tr>
<td>100</td>
<td>5000</td>
<td>1,010,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>1000</td>
<td>502,000</td>
<td>502</td>
<td>502</td>
</tr>
<tr>
<td>250</td>
<td>5000</td>
<td>2,510,000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and multiplications for a search over the database. The last two columns show the worst case trapdoor size, which has to be transmitted, depending on the degree of the polynomial. Based on the performances of the symmetric BV scheme, for a document set of size 1000 with a keyword set of size 100, a search takes 47 seconds. For a document set of size 5000 with a keyword set of size 250, a search takes around 10 minutes. After applying techniques such as parallel computation and optimization mentioned in Section 3.6.2, we expect the search speed of the second scenario can be improved into less than 1 minute. The result of a query is of size $\lceil \frac{Docs}{\alpha} \rceil \cdot |c|$, where $\alpha$ is the degree of the polynomial and $|c|$ the size of a single ciphertext according to Table 3.1. Note that the worst case trapdoor size is also the worst case index size, that has to be stored on the server for a single document. Table 3.3 shows the computational complexity of the SSW [167] scheme in terms of pairings that have to be computed per search. The last two columns show the number of group elements per ciphertext and trapdoor, respectively.

In Table 3.4, we compare our scheme to other schemes. The first three rows describe the asymptotic comparison from the perspective of computational complexity of the algorithms. Our Trapdoor algorithm is a constant time operation, since it requires only a table lookup which can be done using a trivial hash function as index. Our BuildIndex algorithm has to process each distinct keyword per document. Thus the complexity is $O(n|\Delta|)$. To search, the server has to perform a constant number (namely, $m$) of operations for all $n$ documents. Thus the server load is $O(n)$. The server has to store one index per document, so the index size is $O(n)$. The fourth and fifth rows of the table
Table 3.4: Computational performance of different search schemes, where \( n \) is the number of documents in the database, \( v \) the number of words per document, and \( a \) is the number of keywords in the trapdoor. The number of distinct words per document is denoted by \( |\Delta| \) and \( |D(w)| \) denotes the number of documents containing the keyword \( w \). The asterisk * refers to the use of a so-called FKS dictionary introduced by Fredman et al. [83], which reduces the lookup time to \( O(1) \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Compute Trapdoor</td>
<td>( O(1) )</td>
<td>( O(1) )</td>
<td>( O(1) )</td>
<td>( O(v) )</td>
<td>( O(a) )</td>
</tr>
<tr>
<td>Compute Indexes</td>
<td>( O(nv) )</td>
<td>( O(</td>
<td>\Delta</td>
<td>) )</td>
<td>( O(</td>
</tr>
<tr>
<td>Search Indexes</td>
<td>( O(nv) )</td>
<td>( O(n) )</td>
<td>( O(</td>
<td>D(w)</td>
<td>^*) )</td>
</tr>
<tr>
<td>Conjunctive Search</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Advanced Search Features</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Full Security</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 3.5: Comparison of the search times of our scheme and Shen et al. scheme. The SSW (prime) column shows the SSW scheme under the assumption that it uses prime order pairing. The SSW (composite) shows a calculated value.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>small (100/1000)</th>
<th>large (250/5000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our (( \alpha = 512 ))</td>
<td>47 s</td>
<td>9.9 m</td>
</tr>
<tr>
<td>Our (( \alpha = 1024 ))</td>
<td>4.8 m</td>
<td>59.8 m</td>
</tr>
<tr>
<td>SSW (prime)</td>
<td>19.5 m</td>
<td>4.0 h</td>
</tr>
<tr>
<td>SSW (composite)</td>
<td>16.3 h</td>
<td>8.4 d</td>
</tr>
</tbody>
</table>

It is worth noting that the above computational complexity comparison is asymptotic. In practice, different operations make a great difference for the real speed number. In our case, the operations are polynomial additions and multiplications, which are much more efficient than other operations such as pairings. For example, for the SSW scheme [167], a search query in the database needs \( n(2m + 2) \) composite order pairings\(^2\). As shown in Table 3.5, for the proposed scheme, given a database set of size 1000 with a keyword set of size 100, a search takes 47 seconds. However, for the same setting, a search takes 58,580 (i.e., \( 1000 \times 202 \times 0.0058 \times 50 \)) seconds (\( \approx 16.3 \) hours) for the SSW scheme on the same machine, which is \( 1247 \times \) slower than our proposed scheme. These numbers are based on the performance of a type A symmetric prime order pairing using the PBC [130] library and the fact that a pairing on a 1024-bit composite order elliptic curve can be \( 50 \) times slower than in a prime order group [84]. For our comparison this is a conservative estimate since the SSW scheme uses composite order groups, where the order is the product of four primes.

\(^2\) For a fair comparison of the schemes we assume a pre-build dictionary of \( m \) keywords as in our construction.
3.7 Conclusion

We have proposed the concept of selective document retrieval (SDR) as a cryptographic primitive for outsourcing encrypted data. Compared with symmetric searchable encryption (SSE), an SDR scheme can potentially provide more flexible services and better security guarantees. We described a security model to cover three types of privacy properties, including index privacy, trapdoor privacy, and query result privacy. We show that a secure SSE scheme cannot be trivially extended to provide query result privacy. Therefore, we have proposed a construction for SDR based on homomorphic encryption and the index construction method by Chang and Mitzenmacher [64]. The construction offers a very flexible framework, and can be adapted very easily to support many useful search features. To evaluate the performance, we have implemented the search algorithm in C based on the symmetric Brakerski-Vaikuntanathan (BV) scheme [54], and the results show that it is more efficient than a solution based on existing SSE schemes. In Section 3.6, we have evaluated only the search algorithm of the proposed SDR scheme, but a comprehensive performance study is still needed, in particular for the Retrieve algorithm. The performance of PIR protocols is currently an ongoing research topic for the community, and researchers have shown that such protocols can actually be practical [142]. We leave a full discussion of the issue as a future work.

In this chapter we answered our first research question by showing how to construct an efficient search pattern hiding scheme using approach A1. Our proposed scheme relies on client interaction which is regarded as an efficiency drawback in some applications. It is still an open question whether we can construct reasonably efficient search pattern hiding schemes without client interaction.
DISTRIBUTED SEARCHABLE SYMMETRIC ENCRYPTION

In Chapter 3 we proposed a search pattern hiding scheme, using approach A1, that relies on client interaction. In some application scenarios client interaction might be considered as a drawback. In this chapter, we introduce the concept of distributed SSE (DSSE), which uses a query proxy in addition to the storage provider to distribute the search on the encrypted data. The search pattern is hidden using approach A2. We give a probable secure construction that combines an inverted index approach (for efficiency) with scrambling functions used in private information retrieval (PIR) (for security). The proposed scheme, which is entirely based on XOR operations and pseudo-random functions, is efficient and does not leak the search pattern. For instance, a secure search in an index over one million documents and 500 keywords is executed in less than 1 second.

4.1 INTRODUCTION

Searchable Symmetric Encryption (SSE) allows a client to outsource data in encrypted form to a semi-honest server/storage provider (like a cloud provider), such that the encrypted data remains searchable without decrypting and without the server learning the contents of the data or the words being searched for. In most cases this is achieved by introducing a searchable encrypted index, which is stored together with the encrypted data (e.g., documents) on a server. To enable the server to query the data, the client creates a trapdoor which allows the server to do the search on behalf of the client. Practical SSE schemes try to make this search process as efficient as possible, which usually comes at the cost of leaking (sensitive) information, such as the search pattern, i.e., the information if two trapdoors were generated for the same keyword.

Over the last decade there has been active research in SSE [3, 51, 64, 76, 92, 108, 109, 119, 167, 171, 177]. The majority of the schemes has a search complexity which is linear in the number of documents stored on the server, since one index per document has to be searched. Some schemes allow a more efficient search, e.g., by using an inverted index [76, 108, 109, 177], which is an index per distinct keyword in the database. This reduces the search complexity to (at least) the number of distinct keywords in the document collection. However, the reduced complexity usually comes at the cost of reduced security.

A limitation of most previous SSE schemes is the leakage of the search pattern [109]. Revealing the search pattern in SSE schemes is a serious problem, as it allows an attacker to perform statistical analysis on the occurrence frequency of each query. This allows an attacker to gain knowledge on the underlying plaintext keywords, rendering the encryption scheme less useful (as is convincingly demonstrated by Liu et al. [128]). The problem of leaking the search pattern is not only recognized in the setting of SSE, but also in the setting of predicate encryption [167].

Kantarcioglu and Clifton [110] were the first to prove that in a single server setting, a cryptographically secure SSE scheme needs to process the whole database per query to protect sensitive information (including the search pat-
tern), thus being inefficient in practice. The authors propose the use of a fully trusted party (a trusted hardware module [13, 14] in their case) to make a cryptographically secure SSE scheme efficient and sketch a construction for relational databases.

To obtain more efficient SSE schemes or to realize more complex queries than just keyword queries, a common approach is to split the server into a semi-honest storage provider and a semi-honest (query) proxy [30, 51, 74, 155, 157, 181, 182]. Unfortunately, also all of these schemes leak the search pattern.

In this chapter we propose an efficient construction of an SSE scheme in the above setting that also hides the search pattern. The main idea behind our construction is to distribute the search on the encrypted data to the storage provider and the query proxy. Therefore, we call our new scheme a distributed Searchable Symmetric Encryption (DSSE) scheme. Our DSSE scheme achieves its efficiency due to distributed computation and the use of efficient primitives like XOR and pseudo-random functions only. We use an inverted index, which is a common approach to reduce the search complexity in databases. The ordinary use of an inverted index directly leaks the search pattern. To hide the search pattern, we make use of techniques used in oblivious RAM [94, 143, 144] (ORAM) and private information retrieval [15, 70] (PIR), which solve this problem by continuously re-shuffling the index as it is being accessed. In this way, neither the storage provider nor the query proxy can tell which record was accessed and thus the search pattern of the scheme remains hidden.

We make the following contributions:

1. We formally define the concept of DSSE and its security (Section 4.2).
2. We propose a simple and efficient search pattern hiding DSSE construction (Section 4.3).
3. We prove the security of our DSSE scheme in the semi-honest model and show that it only leaks the access pattern and nothing more (Section 4.4).
4. We implement the core components of our scheme and analyse its performance (Section 4.5).
5. We discuss the security implications of colluding servers, and propose a highly efficient SSE construction resulting from such a collusion (Section 4.6).
6. We prove adaptive semantic security for the SSE scheme, as defined by Curtmola et al. [76] (Section 4.6.2).
7. We give an analysis of theoretical performance of the SSE scheme.

4.2 DISTRIBUTED SEARCHABLE SYMMETRIC ENCRYPTION

In this section, we formally define the new notion of distributed searchable symmetric encryption (DSSE) and its security. As such a scheme involves a client $C$, a storage provider ($SP$) and a query proxy ($QP$), we formulate it as a protocol between these three parties.

**NOTATION.** Throughout this chapter, we use the following notation. Let $\mathcal{D} = \{d_1, \ldots, d_n\}$ be a set of $n$ files (e.g., documents). Let $\mathcal{W} = \{w_1, \ldots, w_m\}$ be a pre-built dictionary of $m$ keywords. Given a document $d$, let $u(d)$ denote the set of distinct keywords in $d$. Given a tuple $t$, we refer to the $i$-th entry of
where \( D \). The encrypted index is denoted by \( J = \{ I_{w_1}, \ldots, I_{w_m} \} \). \( J \) denotes a re-encrypted index and \( J' \) a re-encrypted and permuted index. The keyword used in a query we denote by \( s \in W \). The set of document identifiers of all documents in \( D \) containing the query keyword \( s \) is written as \( D(s) \). An element \( a \) randomly chosen from a set \( A \) is denoted by \( a \leftarrow A \). For two distribution ensembles \( X \) and \( Y \), we denote computational indistinguishability by \( X \equiv_c Y \).

**Definition 4.1 (Distributed Searchable Symmetric Encryption Scheme)** A Distributed Searchable Symmetric Encryption (DSSE) scheme for a set of keywords \( W = \{ w_1, \ldots, w_m \} \) is a protocol between three parties: a client \( C \), a storage provider \( SP \) and a query proxy \( QP \), and consists of the following four probabilistic polynomial time (PPT) algorithms:

- \( (K_C, K_1, K_2) \leftarrow \text{Keygen}(\lambda) \): This algorithm is run by the client \( C \), takes a security parameter \( \lambda \) as input, and outputs a secret key \( K_C \) to the client \( C \) and secret keys \( K_1 \) and \( K_2 \) to \( SP \) and \( QP \), respectively.

- \( J = (J_1, J_2) \leftarrow \text{BuildIndex}(K_C, D) \): This algorithm is run by the client \( C \), takes a key \( K_C \) and a set of documents \( D \) as input, and outputs an encrypted index \( J \) to \( SP \) and \( J_2 \) to \( QP \).

- \( T^s = (T^s_1, T^s_2) \leftarrow \text{Trapdoor}(K_C, s) \): This algorithm is run by the client \( C \), takes a key \( K_C \) and a query keyword \( s \in W \) as input, and outputs a trapdoor \( T^s_1 \) to \( SP \) and trapdoor \( T^s_2 \) to \( QP \).

- \( X \leftarrow \text{SearchIndex}(T^s, J = (J_1, J_2), K_1, K_2) \): This algorithm is a protocol between \( SP \) and \( QP \). \( SP \) provides \( T^s_1, J_1, K_1 \) and \( QP \) provides \( T^s_2, J_2, K_2 \) as input. The algorithm has as input a set of document identifiers \( X \) of documents in \( D \) as (public) output.

Additionally, we require a DSSE scheme to be *correct*, i.e., that for the set of keywords \( W \), any set of documents \( D \), all security parameter \( \lambda \) and all outputs \( (K_C, K_1, K_2) \leftarrow \text{Keygen}(\lambda), J \leftarrow \text{BuildIndex}(K_C, D), T^s \leftarrow \text{Trapdoor}(K_C, s) \) and all keywords \( s, w \in W \), it holds that:

\[
\text{SearchIndex}(T^s, J, K_1, K_2) = D(s),
\]

where \( D(s) \) denotes the set of identifiers of all documents in \( D \) containing the keyword \( s \). The sequence of document identifiers \( D(s) \) for consecutive keywords \( s \) is called the *access pattern*.

Suppose a client makes \( Q \) queries, while the \( i \)-th query queries for keyword \( s_i \in W \); so in total the client queries for \( s_1, \ldots, s_Q \in W \). To distinguish between the different trapdoors associated with these \( Q \) queries, we write \( T^{s_i} \) to denote a trapdoor for the \( i \)-th query (i.e., the client queries for the keyword \( s_i \)). We denote an admissible protocol run of a DSSE scheme, where the client performs \( Q \) queries, by \( \Pi^Q_{\text{DSSE}} \). Formally, an admissible \( Q \)-query protocol run \( \Pi^Q_{\text{DSSE}} \) is defined as follows:

**Definition 4.2 (Admissible Q-query protocol run \( \Pi^Q_{\text{DSSE}} \))** Consider a DSSE scheme with keyword set \( W \), output \( (K_C, K_1, K_2) \) of \( \text{Keygen}(\lambda) \), and a document set \( D \). For a given \( Q \in \mathbb{N} \), an admissible \( Q \)-query protocol run consists of one call of algorithm \( J \leftarrow \text{BuildIndex}(K_C, D) \), followed by \( Q \) calls of algorithm \( T^{s_i} \leftarrow \text{Trapdoor}(K_C, s_i) \) for (possibly different) keywords \( s_i \in W \).
for $i \in [1, Q]$, and another $Q$ calls of algorithm SearchIndex($T^{s_i}, J, K_1, K_2$). We denote such a protocol run by $\Pi_{DSSE}^Q$.

### 4.2.1 Security Model

Following all previous works on SSE, we treat the client as a trusted party. Concerning $SP$ and $QP$, we approach the security of a DSSE scheme by following the real-vs-ideal paradigm of secure multiparty computation [93, Ch. 7] in the semi-honest model. This means that we assume $SP$ and $QP$ to act honest-but-curious, i.e., they will follow all protocol steps honestly but may try to infer all kinds of information on other parties inputs or intermediate results beyond what the output of the DSSE scheme reveals. Moreover, we assume secure channels between any of the parties and that $SP$ and $QP$ do not collude.

In particular, this implies that only admissible $Q$-query protocol runs $\Pi_{DSSE}^Q$ are performed (for $Q \in \mathbb{N}$). Now intuitively, since the protocol $\Pi_{DSSE}^Q$ only has the access pattern $\mathcal{D}(s_1), \ldots, \mathcal{D}(s_Q))$ as public output to all participants, if a DSSE scheme is secure in the semi-honest real-vs-ideal paradigm, it leaks no information (including the search pattern) other than the access pattern. Following this paradigm [93, Ch. 7], we first define the ideal functionality of a DSSE scheme as follows:

**Definition 4.3 (Functionality $\mathcal{F}_{DSSE}^Q$)** Consider a DSSE scheme with keyword set $\mathcal{W}$, output $(K_C, K_1, K_2)$ of Keygen($\lambda$), and a document set $\mathcal{D}$. For $Q \in \mathbb{N}$, $\mathcal{F}_{DSSE}^Q$ is the functionality that takes as input

- $K_C$ and keywords $s_1, \ldots, s_Q$ from the client $C$,
- $K_1$ from the storage provider $SP$, and
- $K_2$ from the query proxy $QP$.

and outputs $\mathcal{D}(Q) := (\mathcal{D}(s_1), \ldots, \mathcal{D}(s_Q))$ to all the parties $C, SP$ and $QP$.

Then, we say that a DSSE scheme is secure if any admissible $Q$-query protocol run $\Pi_{DSSE}^Q$ (for any $Q \in \mathbb{N}$) privately computes the functionality $\mathcal{F}_{DSSE}^Q$. Formally, this means:

**Definition 4.4 (Security)** We say that a DSSE scheme is secure, if for any $Q \in \mathbb{N}$, the protocol $\Pi_{DSSE}^Q$ privately computes the functionality $\mathcal{F}_{DSSE}^Q$ between the three parties $C, SP$ and $QP$, i.e., there exists a (PPT) simulator $\delta$ such that

\[
\{\mathcal{S}(K_1, \mathcal{D}(Q))\}_{K_C, s_1, \ldots, s_Q, K_1, K_2} \\
\equiv_c (\text{View}_{SP}(K_C, s_1, \ldots, s_Q, K_1, K_2))_{K_C, s_1, \ldots, s_Q, K_1, K_2}
\]

and

\[
\{\mathcal{S}(K_2, \mathcal{D}(Q))\}_{K_C, s_1, \ldots, s_Q, K_1, K_2} \\
\equiv_c (\text{View}_{QP}(K_C, s_1, \ldots, s_Q, K_1, K_2))_{K_C, s_1, \ldots, s_Q, K_1, K_2}
\]

Note that it is sufficient to simulate the views of $SP$ and $QP$ separately as we do not consider any form of collusion between them. Recall that the client is treated as a trusted party who only provides inputs and so the security definition does not need to take the client’s view into account.
4.3 THE PROPOSED DISTRIBUTED CONSTRUCTION

Recall that a DSSE scheme consists of three parties: a client C, a storage provider SP and a query proxy QP. Our proposed scheme uses an inverted index, that is, an index per distinct keyword in the database. Each index consists of a single bit per keyword per document. A plaintext index $\iota_w$ for keyword $w$ is a bit string of length $n$, where $n$ is the number of documents in the database. Each position $\iota_w[j]$ corresponds to a unique document, where $j$ is a unique document identifier. If a document $d_i$ contains the keyword $w$, then the $j$-th bit of $\iota_w$ is set to 1. Otherwise the bit is set to 0. To protect the plaintext index $\iota_w$, it is encrypted, by a bitwise XOR operation (denoted as $\oplus$) with several keyed pseudo-random functions described below. Concerning the output of $\text{Keygen}(\lambda)$, the key $K_C = (K_f, K_p)$ is only known by the client C, the key $K_1$ is a shared key and known by C and SP. Formally, $K_1$ is contained in $K_C$ as a second component which we omit here for reasons of readability and just say that C knows both $K_C$ and $K_1$. The second key $K_2$ for $QP$ is empty in our proposed solution. We assume that the documents are encrypted by the client with some standard symmetric encryption algorithm using a key different from $K_C$. Since the document encryption is independent from our scheme it is not considered further. Our construction makes use of the following cryptographic primitives:

- $f(K_C, w)$: The function $f(K_C, w)$ takes a key $K_C$ and a keyword $w$ as input. It outputs a pseudo-random bit-string of length $n$.
- $g(K_1, w, r_1)$: The function takes as input a key $K_1$, a keyword $w$ and a random value $r_1$. It outputs a pseudo-random bit-string of length $n$.
- $h(K_1, r_1)$: The function takes a key $K_1$, and a random value $r_1$ as input. The output is an $n$-bit pseudo-random string.
- $\sigma_k$: The keyed pseudo-random permutation $\sigma_k$ describes a permutation on the set $[1, m]$. The evaluation of the permutation $\sigma_k$ takes as input an element $x \in [1, m]$ and outputs its permuted position $\sigma_k(x) \in [1, m]$.
- $\pi(x, \sigma_x)$: The function takes as input a set $X$ of size $|W|$ and a random permutation $\sigma_x$. It outputs a permuted set according to $\sigma_x$.

For ease of readability we will omit the keys $K_C, K_1$ and use $f_w, g_w(r_1)$ and $h(r_1)$ in the rest of this chapter to denote $f(K_C, w), g(K_1, w, r_1)$ and $h(K_1, r_1)$, respectively.

4.3.1 Our Construction

Next, we describe the four algorithms of our proposed scheme, namely $\text{Keygen}$, $\text{BuildIndex}$, $\text{Trapdoor}$ and $\text{SearchIndex}$. The key $K_2$, as well as the index $J_2$ are empty in our construction and are thus omitted in the description.

- $(K_C, K_1, K_2) \leftarrow \text{Keygen}(\lambda)$: Given a security parameter $\lambda$, generate a key $K = (K_C = (K_f, K_p), K_1)$ for the pseudo-random functions. The key $K_C$ is only known by C, the key $K_1$ is known by C and SP.

- $J = (J_1, J_2) \leftarrow \text{BuildIndex}(K_C, D)$: With the key $K_C$, and a document collection $D$, the algorithm does the following:
1. For all search keywords \( w_i \in \mathcal{W} \):
   a) \( \forall d_j \in \mathcal{D} \): set \( t_{w_i}[j] = 1 \), if \( w_i \notin u(d_j) \); otherwise \( t_{w_i}[j] \) is set to 0.
   b) Encrypt the index \( t_{w_i} \) as follows: \( I_{w_i} = t_{w_i} \oplus f_{w_i} \).

2. Permute the index \( J = \pi(I_{w_i}, \sigma_k_p) \) based on the client’s key \( k_p \).

3. Output the index \( J \) and send to \( SP \).

\[
T^s = (T^1, T^2) \leftarrow \text{Trapdoor}(K_C, s): \text{With the key } K \text{ and a query keyword } s \in \mathcal{W}, \text{ the algorithm selects three random values } r_1, r_2, r_3 \text{ and sets } T^1 = (r_1, r_2, r_3). \text{ Then, the algorithm generates the client’s dictionary as } W^c = \pi(W, \sigma_k_p). \text{ Next, the algorithm calculates the query dictionary } W^q = \pi(W^c, \sigma_{r_2}) \text{ and looks up the current position } q_s(r_2) \text{ for the desired keyword } s \text{ in the permuted keyword list } W^q. \text{ Generate the trapdoor } T^2_s = (q_s(r_2), k = f_s \oplus g_s(r_1) \oplus r_3). \text{ Output } T^s = (T^1, T^2_s) = (q_s(r_2), k = f_s \oplus g_s(r_1) \oplus r_3)\]  

\[
X \leftarrow \text{SearchIndex}(T^w, J = (J_1, J_2), K_1, K_2): (SP \text{ provides } T^1_s \text{ and } QP \text{ provides } T^2_s) \text{ The storage provider } SP \text{ re-encrypts and permutes the index } J \text{ for all } i \in [1, m] \text{ as follows:} \]

\[J = (J_{w_i}) = \{I_{w_i} \oplus g_{w_i}(r_1) \oplus h(r_1)\}, \]

\[J' = \pi(J, \sigma_{r_2})\]

and sends \( J' \) to \( QP \). \( QP \) stores \( J' \) as its current index and performs a table lookup for \( q_s(r_2) \) on \( J' \) to obtain the right \( I'_s \). \( QP \) then re-encrypts as follows:

\[I''_s = I'_s \oplus k\]

\[= (t_s \oplus f_s \oplus g_s(r_1) \oplus h(r_1)) \oplus (f_s \oplus g_s(r_1) \oplus r_3)\]

\[= t_s \oplus h(r_1) \oplus r_3.\]

\( I''_s \) is sent to \( SP \), which can now decrypt \( t_s = I''_s \oplus h(r_1) \oplus r_3. \) The result \( t_s \) encodes, whether a document satisfies the query keyword \( s \) or not.

Depending on the client, \( SP \) sends either the matching document ids or directly the matching encrypted documents to \( C \).

A standard work flow is as follows. A client \( C \) first runs the Keygen algorithm to generate the key \( K \). To create a searchable index, \( C \) runs the BuildIndex algorithm which outputs the inverted index \( J \). Finally \( C \) stores the index \( J \) together with the encrypted documents on the storage provider \( SP \).

Later on, when the client wants to retrieve some documents containing a search keyword \( s \in \mathcal{W} \), it first runs the Trapdoor algorithm to generate the trapdoor \( T^s = (T^1_s, T^2_s) \). \( C \) sends \( T^1_s \) to \( SP \) and \( T^2_s \) to \( QP \). Then, \( SP \) and \( QP \) can run the SearchIndex algorithm. \( SP \) re-encrypts and permutes the index \( J \) with help of \( T^1_s \) and sends the new \( J' \) to \( QP \). \( QP \) performs a table lookup and then re-encrypts the result using the key \( k \) inside \( T^2_s \). The temporary result \( I''_s \) is sent to \( SP \), which can now decrypt using \( T^1_s \) to obtain the plaintext index \( t_s \) for the search keyword \( s \). Finally, \( SP \) either sends the matching ids or the matching encrypted documents to the client.

By letting \( SP \) perform the re-encryption and permutation, \( QP \) receives a fresh index before each query. These indexes are indistinguishable from each
**Setup Phase**

0: \( K = (K_C, K_1) \leftarrow \text{Keygen}(\lambda) \) \( \rightarrow_{K_1} K_1 \)

**Upload Phase**

1: \( \{I_w_i\} = \{\iota_{w_i} \oplus f_{w_i}\} \)

2: \( J = \pi(\{I_w_i\}, \sigma_{K_p}) \) \( \rightarrow_j J \)

3: \( T_1^i = (r_1, r_2, r_3) \) \( \rightarrow_{T_1^i} r_1, r_2, r_3 \)

4: \( W^c = \pi(W, \sigma_{K_p}) \) \( J = \{I_w_i \oplus g_{w_i}(r_1) \oplus h(r_1)\} \)

5: \( W^q = \pi(W^c, \sigma_{r_2}) \)

6: \( T_2^i = (q_s(r_2), k = f_s \oplus g_s(r_1) \oplus r_3) \)

7: \( \iota_s = I'_s' \oplus h(r_1) \oplus r_3 \) \( \leftarrow_{I'_s''} I'_s' \) \( I'_s'' = I'_s' \oplus k \)

**Query Proxy**

Figure 4.1: Simplified upload and search processes of our DSSE scheme. TLU denotes a table look-up. The document up- and download is omitted.
other and also from random. Thus the next query will not leak any information. To make the scheme more efficient, the client can choose another re-encryption policy, e.g., to trigger the re-encryption before he queries the same keyword twice. In this way, SP and QP can reduce the computational and communication complexity.

4.3.2 Updates

The proposed DSSE scheme allows efficient updates of the document collection, like most of the SSE schemes. A user can update the index by adding and deleting documents without revealing information. Only the number of documents processed is leaked. To add a document \( j + 1 \), the BuildIndex algorithm is run and the new indexes \( I_{w_j}[j + 1] \) are encrypted and appended to the existing indexes. To delete a document \( d_x \) from the collection, the client sets the indexes \( I_{w_j}[x] \) to 0, encrypts and sent them to SP.

4.4 Security Analysis

**Theorem 4.1 (Security)** Our proposed DSSE scheme from Section 4.3 is secure with respect to Definition 4.4.

**Proof.** Let \( Q \in \mathbb{N} \). By the Composition Theorem in the semi-honest model [93, Theorem 7.5.7], we can treat each step in protocol \( \Pi^Q_{\text{DSSE}} \) separately. We start by constructing a simulator \( S \) of SP’s view in each step of protocol \( \Pi^Q_{\text{DSSE}} \). We then construct a simulator \( S \) of QP’s view of protocol \( \Pi^Q_{\text{DSSE}} \).

**Storage Provider SP.** In line 2 of Figure 4.1, SP learns the values \( I_w \) for all keywords \( w \in \mathcal{W} = \{w_1, \ldots, w_m\} \). Since this value is computed as an XOR of the plaintext index \( i_w \) and the \( n \)-bit output of the pseudo-random function \( f \) with key \( K_C \) and keyword \( w \), the value \( I_w \) is computationally indistinguishable from a random \( n \)-bit string (recall that \( D \) contains \( |D| = n \) documents). Therefore, \( S \) can simulate these values with random \( n \)-bit strings.

Now, let \( s_1, \ldots, s_Q \) denote the keywords that the client queries for. In line 4, for each of these keywords \( s_j \) (\( j = 1, \ldots, Q \)), the storage provider SP learns the three random bit-strings \( r_1, r_2, \) and \( r_3 \). These can be trivially simulated by \( S \) by choosing random strings.

Finally, in line 7, SP receives the value \( I'_{s_j} \) which equals \( i_{s_j} \oplus h(K_1, r_1) \oplus r_3 \). But the simulator \( S \) knows the key \( K_1 \) and the overall output \( D(Q) = (D(s_1), \ldots, D(s_Q)) \) of functionality \( F^Q_{\text{DSSE}} \) by definition, and since he created the random values \( r_1 \) and \( r_3 \) himself, he can simulate \( I'_{s_j} \) by simply computing \( i_{s_j} \oplus h(K_1, r_1) \oplus r_3 \). This can be done for each keyword \( s_j \) and so \( S \) successfully simulated the view of the storage provider SP.

**Query Proxy QP.** In line 5 of Figure 4.1, for each keyword \( w_i \) (\( i = 1, \ldots, m \)), QP learns the value/index \( J' \). But this index is computed as a pseudo-random permutation of the re-encrypted index \( J = \{I_{w_i} \oplus g_{w_i}(r_1) \oplus h(r_1)\} \), while every entry in \( J \) is indistinguishable from a random \( n \)-bit string. Therefore, for each keyword \( w_i \), the index \( J' \) is indistinguishable from a random \( (m \times n) \)-bit matrix, which can be simulated by \( S \) as such.
Let $s_1, \ldots, s_Q$ denote the Q keywords that the client queries for. In line 6, for each of the keywords $s_j$ for $j \in [1, Q]$, the query proxy $QP$ learns the values $q_{s_j}(r_2)$ and $k$. Since $q_{s_j}(r_2)$ is an index position for keyword $s_j$ after a pseudo-random permutation with function $\pi$ with input $j$ and the pseudo-random permutation based on the random value $r_2$, the value can be simulated, by choosing a random value between 1 and $m$. The value $k$ is computed as an XOR of the n-bit outputs of the pseudo-random functions $f(K_C, s_j)$ and $g(K_1, s_j, r_1)$ and the random n-bit string $r_3$. The value $k$ is thus indistinguishable from random and can be simulated by $\delta$ with random n-bit string. In total, this shows that $\delta$ successfully simulates the view of the query proxy $QP$.

4.5 PERFORMANCE ANALYSIS

In this section, we consider the efficiency of our proposed DSSE scheme, where the efficiency is measured in terms of the computation and communication complexities.

**COMPUTATION.** The BuildIndex algorithm generates for all keywords $w \in W$ an n-bit string ($f_w$). The resulting index is an $m \times n$-matrix, where $m$ is the number of keywords and $n$ the number of documents. The algorithm has to generate $m$ times an n-bit string and calculate $mn$ bitwise XOR. Thus, the index size, as well as the computation complexity is $O(mn)$.

The Trapdoor algorithm chooses two random values $r_1, r_2$ and a random n-bit string $r_3$, evaluates the permutation $\pi(W, \sigma_{r_2})$ at keyword $s$ to find position $q_s(r_2)$, generate two n-bit strings ($f_s, q_s(r_1)$) and finally computes the two bitwise XORs on the n-bit strings. The trapdoor size and the computation complexity is $O(n)$.

In the SearchIndex algorithm, $SP$ generates $(m + 1)$ n-bit strings and computes two XORs per keyword for the re-encryption of the index. Then, $SP$ generates and performs a random permutation on m index positions. Thus the computational complexity for $SP$ is $O(mn)$. $QP$ performs a simple table-lookup and calculates one XOR on a n-bit string, resulting in a complexity of $O(n)$.

**COMMUNICATION.** Our scheme requires the index to be transferred per query. Since our index uses one bit per keyword per document (cf. Table 4.1), the communication complexity is $O(mn)$.

The trapdoor $T^*_1$ consists of two random values and a n-bit random string. The trapdoor $T^*_2$ consists of an index position, i.e., a number between 1 and $m$, and the n-bit string $k$. The intermediate result $I''_s$ of the query proxy $QP$ that has to be transferred to $SP$ is of size n bit.

**REMARK 4.1** Note, that the above asymptotic complexities are similar to previous schemes with the same security guarantee [3, 167]. In practice, however, various operations make a difference for the real performance numbers. In particular, our scheme is based entirely on XOR operations and pseudo-random functions, which are orders of magnitude more efficient than other operations such as pairings. As an example, the scheme by Shen et al. [167] needs to compute $n(2m + 2)$ composite order pairings per search query. For a document set of 5000 documents and 250 keywords, a search query requires 8.4 days [3]. In comparison, our scheme requires $n(2m + 3)$ XOR operations and performs a
Table 4.1: Example index sizes for different document and keyword sets.

<table>
<thead>
<tr>
<th></th>
<th>10,000</th>
<th>50,000</th>
<th>100,000</th>
<th>1,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>122 kB</td>
<td>610 kB</td>
<td>1.2 MB</td>
<td>12 MB</td>
</tr>
<tr>
<td>250</td>
<td>305 kB</td>
<td>1.5 MB</td>
<td>3 MB</td>
<td>30 MB</td>
</tr>
<tr>
<td>500</td>
<td>610 kB</td>
<td>3 MB</td>
<td>6 MB</td>
<td>60 MB</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>100,000</td>
<td>119 MB</td>
<td>596 MB</td>
<td>1.2 GB</td>
<td>11.6 GB</td>
</tr>
</tbody>
</table>

Table 4.2: Estimated search times for a keyword search in different document/keyword sets assuming a 1 Gb/s network connection between SP and QP.

<table>
<thead>
<tr>
<th></th>
<th>10,000</th>
<th>50,000</th>
<th>100,000</th>
<th>1,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.6 ms</td>
<td>7.8 ms</td>
<td>16 ms</td>
<td>161 ms</td>
</tr>
<tr>
<td>250</td>
<td>3.9 ms</td>
<td>20 ms</td>
<td>39 ms</td>
<td>393 ms</td>
</tr>
<tr>
<td>500</td>
<td>7.8 ms</td>
<td>39 ms</td>
<td>79 ms</td>
<td>786 ms</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>100,000</td>
<td>1.56 s</td>
<td>2.68 s</td>
<td>15.6 s</td>
<td>156 s</td>
</tr>
</tbody>
</table>

For the following example, we use a data collection of 1 million documents and a keyword list of 500 (which we consider practical in many scenarios). Then, the encrypted index is of size 500 * 1M bit = 500 M bit or 60 MB. Using a 1 Gb/s network connection between SP and QP results in a theoretical max. transmission rate of 120 MB/s. The real max. is around 80 MB/s. To transmit an index of 60 MB takes 0.75 s at a rate of 80 MB/s. The computation on SP requires \(2m + 2\) XOR on n-bit strings. The query proxy QP performs one XOR on n-bit strings. An bitwise XOR on 500 million bits, takes less than 18 ms on an Intel i5 CPU M460@2.53 GHz. Per search, we require \(n(2m + 3)\) XORs. In our example, this results in 1,003,000,000 XOR, taking 36 ms. In total, the search takes 786 ms. Even for a huge keyword list of 100,000 keywords and one million documents, a query takes around 2.6 minutes.

4.6 Colluding Servers

Recall that our security analysis assumes that the storage provider and the query proxy do not collude. In this section, we discuss the implication of SP and QP colluding.
If SP and QP collude, they can invert the permutation and encryption performed on a per-query basis (lines 4 and 5 in Figure 4.1). In this case, we can omit the re-encryption and permutation without further sacrificing data confidentiality. Figure 4.2 shows the resulting scheme, which treats SP and QP as a single server.

The original distributed scheme is reduced to a centralized scheme consisting of a client and a server. In the reduced scheme, the client sends an encrypted and permuted index to the server, and queries the server directly by sending trapdoors. Hence, the reduced scheme is in fact a “standard” SSE scheme. It is easy to see that it leaks the search and access pattern. However, we show in the next section that this reduced scheme still satisfies Curtmola et al.’s [76] definition for adaptive security.

4.6.1 The reduced scheme

As mentioned before, the reduced scheme is a plain SSE scheme which does not fall under the DSSE definition given in Section 4.2. Therefore, we redefine this scheme in the standard SSE terminology as introduced by Curtmola et al. [76].

- \( K \leftarrow \text{Gen}(1^\lambda) \): the client generates a set of three secret keys \( K = (K_d, K_f, K_p) \), for the document encryption, the row encryption and the table permutation respectively. Remark that this construction does not share keys with the search provider.
- \((I, c) \leftarrow \text{Enc}(K, D)\): the client encrypts every document in \( D \) with the key \( K_d \) using a PCPA secure symmetric encryption scheme, e.g. AES in CTR mode [127]. An encrypted and permuted index \( I \) is calculated as follows:
  1. For every keyword \( w_i \) in \( W \):
     a) For all documents \( d_j \in D \); let \( J[j] = 1 \) if \( w_i \) matches \( d_j \), otherwise set \( J[j] = 0 \).
     b) Reassign \( J[i] \leftarrow J[i] \oplus f(K_f, w_i) \), which encrypts the row \( J[i] \).
  2. Generate a permuted index \( I \) by applying \( \sigma \) to the encrypted rows, such that \( I = \pi(I, \sigma_{K_p}) \). Thus, for all \( 1 \leq i \leq m \): \( I[\sigma_{K_p}(i)] = J[i] \).

Output the encrypted and permuted index \( I \).
• t ← Trpdr(K, w_i): using the key K_p, the client can calculate the trapdoor t = (σ_K_p(i), f(K_f, w_i)). The trapdoor contains the position of the row in the permuted index corresponding to w_i and the encryption/decryption key for the row.

• X ← Search(I, t): given an index and a trapdoor, the algorithm does the following:
  1. Find and decrypt the row r = f(K_f, w_i) ⊕ I[K_p(i)].
  2. From the decrypted row, deduce the set of document identifiers \{id(d_i)|d_i ∈ D ∧ r[i] = 1\}. Note that the server only has to know what document identifier corresponds to the i-th bit.

4.6.2 Security Analysis

In this section, we prove our reduced SSE scheme to be semantically secure against an adaptive adversary. We use the simulation-based definition for adaptive semantic security as provided in [76] (Definition 4.13).

Recall that a history H = (D, s) over q queries, is a tuple including the document collection and the queried keywords. We denote the keywords queried for by s = (s_1, ..., s_q) where s_i is the keyword asked for in the i-th query, and every s_i ∈ W. Note there may exist a pair s_i, s_j where i ≠ j but s_i = s_j.

An access pattern α(H) from a history H = (D, s) contains the results of each query in H. Thus α(H) = (D(s_1), ..., D(s_q)) is a vector containing the sets of document identifiers of the matched documents.

The search pattern σ(H) induced from a q-query history is a q × q binary matrix such that σ_i = σ_j ⊕ σ(H)[i][j] = 1. If the setting is unambiguous, we write α (resp. σ) for α(H) (resp. σ(H)).

A trace τ(H) = ([d_1], ..., [d_n], α(H), σ(H)) contains the lengths of all documents in D and the access and search pattern induced by the input history H.

In the simulation-based definition of adaptive security by Curtmola et al. [76], the basic idea is to build a simulator which is given only the trace, and can simulate an index, ciphertexts and trapdoors that are indistinguishable from the real index, ciphertexts and trapdoors. We allow the adversary to build the history linked to the trace adaptively; the adversary can query for a keyword, receive a trapdoor and query again polynomially many times.

**Theorem 4.2** (Security) Our reduced SSE scheme from Section 4.6.1 is secure with respect to Curtmola et al.’s [76] definition for adaptive semantic security for SSE.

**Proof.** We will first define the q-query simulator S = (S_0, ..., S_q) that, given a trace τ(H), generates ν^* = (I^*, c^*, t^*) and a state s\_A. The simulator S_0 only creates an index and document ciphertexts, as no keywords have been queried for at this stage. The i-th simulator S_i returns trapdoors up until the i-th query. We will then prove that no polynomial-size distinguisher D can distinguish between the distributions of ν^* and the outputs of an adaptive adversary that runs the real algorithm.

• S_0(1^k, τ(H)): given ([d_1], ..., [d_n]), choose I^* ← S_0([0, 1]^{m×n}). Recall that m is public as it is the size of the dictionary W, and that n is included in the trace as the number of |d_i|’s.
The ciphertexts are simulated by creating random strings of the same lengths as the documents; $c_t^* \overset{\$}{\leftarrow} (0, 1)^{|d_i|}$, where $|d_i|$ is included in the trace. Also, a random permutation $p^* : [1, m] \rightarrow [1, m]$ is generated.

The simulator stores $I^*$, a counter $c = 0$ and a random permutation $\sigma^* : [1, m] \rightarrow [1, m]$ in the state $st_{S}$, and outputs $v^* = (I^*, c^*, st_S)$.

- $S_i(st_S, \tau(H, s_1, \ldots, s_i))$ for any $1 \leq i \leq q$: given the state (which includes $I^*$ and any previous trapdoors) and the access pattern $\alpha$, the simulator can generate a trapdoor $t_i^*$ as follows:

  Check if the keyword has been queried before; if there is a $j \neq i$ such that $\sigma[i][j] = 1$, set $t_i^* = t_j^*$. Otherwise:

  - Increase the counter by one and generate a unique row index $\sigma^*(c)$, using the counter and the random permutation. Note that the counter will never exceed $m$, as there are only $m$ unique keywords.
  - Calculate a bit string $r \in \{0, 1\}^m$ such that for $1 \leq j \leq n$: $r[j] = 1 \iff id(d_i) \in \alpha[i]$. We now have what should be the unencrypted row corresponding to the keyword queried for.
  - Calculate $k^* = r \oplus I^*[\sigma^*(c)]$. We now have a dummy key which satisfies the property $k^* \oplus I^*[\sigma^*(c)] = r$.
  - Let $t_i^* = (\sigma^*(c), k^*)$

  Include $t_i^*$ in $st_S$, and output $(t_i^*, st_S)$.

We will now show that the outputs of $\text{Real}_{\text{SSE}, A}$ and $\text{Sim}_{\text{SSE}, A, S}$, being $v$ and $v^*$, can not be distinguished by a distinguisher $D$ that is given $st_A$. Recall that $v = (I, c, t_1, \ldots, t_q)$ and $v^* = (I^*, c^*, t_1^*, \ldots, t_q^*)$.

- (Indistinguishability of $I$ and $I^*$) The output of $f(K_f, w_1)$ is indistinguishable from random by definition of $f$. Therefore, the XOR of entries of the index and the output of $f$ is indistinguishable from random bit strings of the same length [25]. Since $I^*$ is a random bit string of the same length as $I$, and with all but negligible probability $st_A$ does not contain the key, we conclude that $I$ and $I^*$ are indistinguishable.

- (Indistinguishability of $c_1$ and $c_1^*$) Since $c_1$ is PCPA-secure encrypted, $c_1$ cannot be distinguished from a random string. Since every $c_1^*$ is random and of the same length as $c_1$, and with all but negligible probability $st_A$ does not contain the encryption key, $c_1$ is distinguishable from $c_1^*$.

- (Indistinguishability of $t_1 = (K_p(i), k = f(K_f, w_1))$ and $t_1^* = (\sigma^*(c), k^*)$) With all but negligible probability, $st_A$ will not contain the key $K_p$, so the pseudo-randomness of $\pi$ guarantees that each $\sigma^*(c)$ is computationally indistinguishable from $\pi(K_p, i)$.

As stated above, $I$ and $I^*$ are indistinguishable, thus $I[i]$ and $I^*[i]$ are indistinguishable, thus $I[i] \oplus r = k$ and $I^*[i] \oplus r = k^*$ are indistinguishable. Thus, $t_1$ and $t_1^*$ are indistinguishable.

This indistinguishability shows that $S$ successfully simulates the view of the adversary, which concludes the proof.  

\[ \square \]

### 4.6.3 Performance Analysis

**Computation and Storage.** The $\text{Enc}$ algorithm of this scheme is similar to the $\text{BuildIndex}$ algorithm of our scheme in Section 4.3: it generates
an inverted index of the dictionary $\mathcal{W}$ over the documents $\mathbf{D}$. Thus, the index size and the computation complexity are $O(m \cdot n)$. Table 4.1 shows example index sizes for various document and keyword sets.

The Trapdoor algorithm calculates the position of a row and its decryption key by evaluating $\sigma_{K_p}$ and $f$. Since the decryption key is as long as a row, the trapdoor size is $O(n + \log(m))$. The computational complexity depends on the chosen pseudo-random function $f$.

Given a trapdoor, the server evaluates the SearchIndex algorithm by doing a table lookup and XOR'ing the resulting row with the given decryption key. The computational complexity is $O(n)$.

**Communication.** The trapdoor contains a row id ($O(\log m)$ bits) and the row decryption key ($O(n)$ bits). Thus, the communication complexity is $O(n + \log(m))$.

**Remark 4.2** As with the DSSE scheme, the above functions are based entirely on XOR operations and pseudo-random functions.

**Comparison.** To demonstrate the efficiency of our scheme, we will compare it to Curtmola et al.’s [76] adaptively secure SSE scheme. Since both schemes use negligibly little computational resources (lookups and XOR’s only), we focus on the sizes of trapdoors instead.

For details we refer to Curtmola et al.’s [76] scheme and only state here that their scheme stores document identifiers of matching documents, rather than a single bit encoding of whether a document matches a keyword. To hide the actual number of matches a document has, every document id is stored once for every possible keyword/document match. The number of possible matches equals the number of keywords a document can contain. This value, referred to as $\text{max}$, is limited by two factors: the number of distinct keywords in $\mathcal{W}$ and the size of a document. The following algorithm can be used to determine $\text{max}$:

- Let $i = 0$, $\text{max} = 0$ and $S$ be the document size in bytes.
- While $S > 0$:
  - If $2^{8 \cdot i} \cdot i \leq S$, set $i = i + 1$, $\text{max} = \text{max} + 2^{8 \cdot i}$ and $S = S - 2^{8 \cdot i} \cdot i$
  - Otherwise, set $\text{max} = \text{max} + S$ and $S = 0$.
- Let $\text{max} = \min(\text{max}, |\mathcal{W}|)$: if there are not enough keywords to fill the entire document, use the size of the dictionary as $\text{max}$ value.

In [76], a trapdoor is $n \cdot \log(\text{max} \cdot n)$ bit. Our scheme uses trapdoors of size $\log(m) + n$ bit; a $\log(m)$ bit row id and an $n$ bit key to decrypt it. Notice that the number of keywords hardly affects the size of a trapdoor.

We compare document sets with documents of 25 kB (i.e., $\text{max} \leq 12628$), to demonstrate the effect of the document size on the performance of the schemes.

The comparison in Table 4.3 indicates that our scheme outperforms Curtmola et al.’s scheme in terms of trapdoor sizes in the given setting. We believe that our scheme is of interest even outside the context of this chapter due to its conceptual simplicity and high efficiency.
In this chapter, we have explored SSE in a distributed setting and proposed the concept of distributed searchable symmetric encryption (DSSE) for outsourcing encrypted data. Compared with standard SSE, a DSSE scheme can potentially provide more efficiency and better security guarantees. We described a security model that in addition to previous models also protects the search pattern. We proposed a construction for DSSE (based entirely on binary XOR operations and pseudo-random functions) which is highly efficient, despite the additional security. The scheme uses an inverted index approach and borrows re-shuffling techniques from private information retrieval. The main idea is, that the query proxy gets a fresh (i.e., re-encrypted and shuffled) index per query. Thus, the query can be realized by a simple table look-up, without revealing the search pattern.

We have also shown that even if the storage provider and query proxy collude, the scheme is still secure under Curtmola et al.’s definition for adaptive semantic security for SSE. The resulting SSE scheme when the two servers collude is very efficient and outperforms Curtmola et al.’s scheme in terms of trapdoor sizes.

The scheme hides the search pattern, using approach A2. The proposed scheme relies on interaction between the query proxy and the storage provider. Whether we can construct efficient search pattern hiding schemes without any interaction is still an open question.

---

### Table 4.3: Comparison of trapdoor sizes.

<table>
<thead>
<tr>
<th>Doc. size</th>
<th>Curtmola et al.</th>
<th>Our scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 1000</td>
<td>m = 100</td>
<td>100</td>
</tr>
<tr>
<td>25 kB</td>
<td>2.1 kB</td>
<td>2.5 kB</td>
</tr>
<tr>
<td>10,000</td>
<td>24.9 kB</td>
<td>29.0 kB</td>
</tr>
<tr>
<td>100,000</td>
<td>290 kB</td>
<td>332 kB</td>
</tr>
<tr>
<td>10,000,000</td>
<td>37.3 MB</td>
<td>41.5 MB</td>
</tr>
</tbody>
</table>
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SECURELY OUTSOURCED FORENSIC IMAGE RECOGNITION

In Chapters 3 and 4 we present two search pattern hiding constructions to query encrypted data, based on A1 and A2, respectively. In this chapter, answering RQ2, we propose a novel scheme, for a concrete application scenario, i.e., to securely outsource forensic image recognition. The scheme uses the primitives from previous chapters to construct a search pattern hiding scheme for unencrypted data.

Forensic image recognition tools are used by law enforcement agencies all over the world to automatically detect illegal images on confiscated equipment. This detection is commonly done with the help of a strictly confidential database consisting of hash values of known illegal images. To detect and mitigate the distribution of illegal images, for instance in network traffic of companies or Internet service providers, it is desirable to outsource the recognition of illegal images to these companies. However, law enforcement agencies want to keep their hash databases secret at all costs as an unwanted release may result in misuse which could ultimately render these databases useless.

In this chapter, we present SOFIR, a provably secure tool for the Secure Outsourcing of Forensic Image Recognition allowing companies and law enforcement agencies to jointly detect illegal network traffic at its source, thus facilitating immediate regulatory actions. SOFIR cryptographically hides the hash database from the involved companies. At fixed intervals, SOFIR sends out an encrypted report to the law enforcement agency that only contains the number of found illegal images in the given interval, while otherwise keeping the company’s legal network traffic private. Our experimental results show the effectiveness and practicality of our approach in the real-world.

5.1 INTRODUCTION

Forensic Image Recognition (FIR) tools are being used by Law Enforcement Agencies (LEAs) worldwide in order to detect illegal images on confiscated equipment. The Dutch police, for example, owns a database consisting of hash values of so-called PIPs (Picture that Interests the Police), such as images showing glorification or overexposure of violence, indignity or pornographic content, like zoophilia and pedophilia. When the police confiscates equipment with data storage, the hash of each picture found in the storage is computed and looked up in the PIP database. If there are many matches, the police knows that the confiscated equipment contains PIPs and the investigation is continued manually to crosscheck.

Next to LEAs, companies like Internet service providers (ISPs) or hosting providers, and especially public funded institutions also have an interest in filtering PIPs from their own network traffic. In many countries, ISPs and hosting providers are already filtering out illegal content, either voluntarily [81] or are forced by law (e.g., the Communications Assistance for Law Enforcement Act, CALEA, in the USA). Several companies are even specialized in image filtering techniques for network traffic.
To facilitate the fight of the distribution of PIPs on network traffic, access to the existing police’s PIP database would be beneficial. But a major concern of the police when outsourcing the filtering to third parties is the leakage of the PIP database. An even partially disclosed PIP database would allow perpetrators to misuse the database, e.g., by matching their data against the PIP database (before distribution) to check if their images are detectable by the system or not.

A problem with current filter technologies is that they instantly block access to known PIPs. This inherently reveals that the blocked image is in the database, eventually causing the disclosure of the database. Next to the commercial solutions, Peter et al. [154] propose a privacy-preserving architecture to outsource FIR. While preserving the privacy of the owner of the confiscated equipment, their approach unfortunately leaks the PIP database, so its security relies only on legally binding license agreements.

On the other hand, ISPs and especially companies, do not want to expose information on their own network traffic for privacy reasons. Thus the police should learn only the least amount of necessary information to take further legal actions, i.e., the number of actual PIPs detected.

In this chapter, we propose SOFIR, a patent-pending [2] Securely Outsourced Forensic Image Recognition tool that inspects network traffic to detect known PIPs. SOFIR allows third parties to scan their network traffic for PIPs, without ever having access to the PIP database. At the same time, the third party reveals only the number of PIPs detected in a certain interval in their network traffic.

The rest of this chapter is organized as follows: Section 5.2 introduces the building blocks used in our construction, which in turn is described in Section 5.3. Our implementation parameters and results are presented in Section 5.5, while Section 5.6 concludes with a summary.

5.2 Preliminaries

We use the following notation and building blocks. Let \( D = \{d_1, \ldots, d_n\} \) be a database, consisting of \( n \) known PIPs.

**Bloom Filter.** A Bloom filter (BF) [35] is a data structure which is used to answer set membership queries. It is represented as an array of \( m \) bits which are initially set to 0. We write \( B[i] \) to denote the \( i \)-th position of the BF. In general the filter uses \( k \) independent hash functions \( h_j \) (\( 1 \leq j \leq k \)), where \( h_j : \{0, 1\}^* \rightarrow [1, m] \) maps a set element to one of the \( m \) array positions. For each element \( e \) in a set \( S = \{e_1, \ldots, e_n\} \) the bits at positions \( B[h_j(e)] \) are set to 1.

To check whether an element \( x \) belongs to the set \( S \), we check if the bits at all positions \( B[h_j(x)] \) are set to 1, i.e., if \( \prod_{j=1}^{k} B[h_j(x)] = 1 \). If so, \( x \) is considered a member of set \( S \). BF s do not produce false negatives, but inherently have a possibility of false positives (FPs), since the positions of an element may have been set by one or more other elements. With appropriate parameters \( m, n \) and \( k \), the false positive probability \( P \) can be set to a desired low level [52]. The bit size of the BF can be approximated as:

\[
m = \frac{1}{1 - \left(1 - \frac{1}{m} \right)^n}.
\]
5.3 THE PROPOSED SOFIR CONSTRUCTION

A Law Enforcement Agency (LEA) encrypts its PIP database and gives it to the ISP (or some other company or hosting provider). The ISP uses the encrypted database to find PIPs in its network traffic and regularly sends an encrypted report on the number of detected PIPs back to the LEA. The LEA can decrypt the report to check the results of the matching and, if necessary, starts an investigation.

SECURITY REQUIREMENTS. To securely outsource FIR, we require that the hash values of the database do not leak to anybody. Note that this also includes the protection of the matching result, since this inherently leaks information on the database. To protect the privacy of the ISP, the LEA should learn only the least amount of necessary information possible, i.e., the total number of PIPs found.

OUR CONSTRUCTION. We present SOFIR, which consists of three phases: the initialization phase (run at the LEA), the recognition phase (run at the ISP) and the revelation phase (run at the LEA).

During the initialization phase, the LEA first generates a secret key $K$ for the BV scheme and initializes a BF. Moreover, an inner hash function $h^\text{in}$ (to compute the hash value of an image) and several outer hash functions $h^\text{out}_j$ for $j \in [1, k]$ (to calculate the BF positions) are chosen.

To insert all PIPs $d \in D$ into the BF, first an inner hash value $x = h^\text{in}(d)$ is computed. Then, for all $x$, the positions $p_j = h^\text{out}_j(x)$ for $j \in [1, k]$ are calculated, using the outer hash functions. The BF positions $B[p_j]$ are set to 1. After all PIPs
have been inserted into the BF, it is encrypted bit-by-bit using the BV scheme and the secret key $K$. The encrypted BF $\mathbb{B} = ([B[1]], \ldots, [B[m]])$ can then be used in the SOFIR recognition phase by the ISP as we explain momentarily.

The recognition phase (cf. Figure 5.1) is split into two algorithms: Match (which identifies PIPs in the encrypted domain) and Accumulate (which adds up all the matching results and sends a confidential report to the LEA). To check the network traffic for PIPs, each image file $\text{img}$ is processed in the following way. First, Match uses the inner hash function to calculate $x = h^\text{in}([\text{img}])$. The outer hash function is then used to calculate the BF positions $p_j = h^\text{out}_j(x)$ for all $j \in [1, k]$. Note that $h^\text{in}$ and $h^\text{out}_j$ are the same hash functions as used by the LEA in the initialization phase. The encrypted BF positions $[B[p_j]]$ are processed by the multiplier, which uses the multiplicative homomorphic property of the BV scheme to privately compute the matching result $[y] = \prod_{j=1}^{k} [B[p_j]]$. The value $[y]$ will be $[1]$ in case of a match and $[0]$ otherwise. The Accumulate algorithm takes $[y]$ and adds it (using the additive homomorphic property of BV) to the final accumulated result $[R]$, which is the total number of PIPs matching the database. After a certain time (e.g., one hour or day) or threshold (e.g., 50,000 queries), $[R]$ is sent to the LEA and the internal $[R]$ is reset to $[0]$.

During the revelation phase, given $[R]$ and the secret key $K$, the LEA decrypts $[R]$ and outputs the number of possible matches. If $R > \tau$, where $\tau$ is a certain threshold, an alarm is raised for further investigation.

5.4 SECURITY DISCUSSION

The security of our construction can be analyzed as follows. In our scenario, the Bloom filter acts as a (long term) query on the unencrypted data stream. Due to the use of a probabilistic semantically secure SHE scheme, it is impossible to distinguish between $[0]$ and $[1]$. Therefore, the BF itself does not leak any information on the contents and thus serves as a probabilistic trapdoor. Since all operations for the matching (homomorphic multiplication of the encrypted BF values), as well as the accumulation (homomorphic addition of encrypted values) are performed in the encrypted domain, the ISP cannot gain any information on the encrypted database, the computations or the results. Thus, the search pattern remains hidden. The LEA receives only the accumulated result, which is the number of found PIPs. Thus, the ISP does not reveal information on its network traffic, except the number of detected image files.
5.5 Performance Analysis

This section gives implementation details and a feasibility study, where we explore the parameter space to get realistic numbers for implementing SOFIR.

To setup our system we have to set (i) the system parameters, (ii) BF parameters and finally (iii) BV parameters. We will show experimental results based on a real-world setting.

We start by estimating $N$, the number of image files that need to be scanned per hour. To get a realistic value, we monitored the network traffic of our University homepage for two weeks and (on average) registered access to around 50,000 image files (i.e., .jpg, .jpeg, .png, and .gif) per hour. This is our starting point to determine our parameters.

(i) System Parameters. Having 50,000 images per hour allows for 71.4 ms (60 min/50,000) of maximal processing time per image and a false positive rate of $1/50,000 = 2 \times 10^{-5}$ (one false positive per hour)$^1$. Since there is no publicly available information on PIP database sizes, we assume a PIP database consisting of $n = 500,000$ PIPs. The size $n$ has an effect only on the BF size $m$ and not on our timing results.

(ii) BF Parameters. For $n = 500,000$ we calculate $m$ (cf. Section 5.2), the bit-size of the BF for different $k$ and FP-rates ($P \leq 2.0 \times 10^{-5}$) as shown in Figure 5.2.

Increasing the number of hash functions, significantly decreases the Bloom filter size. We realize the BF lookup by multiplying the corresponding BF values per image ($[y] = \prod_{i=1}^{k} [B[p_i]]$). The number of hash functions also determines $M$, the number of multiplications the BV scheme needs to support ($M = k - 1$). Therefore, we will look at the influence of $M$ on the efficiency of the BV scheme. Recall that we only have 71.4 ms per image.

---

$^1$ Note that the LEA will post-filter the results to remove false positives in case of an investigation to avoid accusing innocent.
(III) BV PARAMETERS. We choose our parameters for the symmetric BV scheme based on the number of images scanned per interval. The accumulator has to perform $A = 50,000$ additions. Recall, that the accumulator is adding either an encrypted $0$ or $1$, implying that $50,000$ is the biggest value our encryption scheme needs to be able to handle. Thus, we set the size of the message space $t = 50,021$ (next prime $> 50,000$).

We also take into account the work of Lauter et al. [121] ($\sigma = 8$) which assessed the security against the decoding attack [126] and the distinguishing attack [132]. With these fixed parameters, we calculate the flexible parameters for different $M$ as seen in Table 5.1.

Organizing the multiplications in form of a binary tree (cf. Figure 5.3) allows us to perform the multiplications in layers. Supporting $M$ multiplications (one per layer) in the BV scheme, allows us to use up to $k = 2^M$ hash functions in our BF. We verified the results by experiments.

We implemented the symmetric BV scheme in C/C++ using FLINT, the Fast Library for Number Theory [99]. We tested the code on an Intel Xeon CPU X5677 with 3.47 GHz running linux 3.11.0-sabayon x86_64. Our timing results are shown in Table 5.2. By using the multiplication tree (cf. Figure 5.3), we always multiply ciphertexts with the same degree $C$. To compute the total processing time, we have to add up the times for all used operations (per layer). For instance, for (a), we have to compute 4, 2 and 1 multiplication in layers 1, 2 and 3, respectively for the matching, plus the final addition for the accumulator. Thus, the total processing time per image is $1021 \text{ ms} \ (4 \cdot 63.6 + 2 \cdot 154 + 453 + 5.58)$. Looking at Table 5.2 we see, that (c) is the only setting, that achieves our required processing time of max. $71.4 \text{ ms}$.

**Optimizations and Final Results.** At this moment, we have only a single threaded implementation of the BV scheme. The BV scheme itself is highly parallelizable and offers several optimization options as mentioned by Lauter et al. [121]. This reduces the times for the homomorphic multiplications and additions from Table 5.2.

Another possible optimization for SOFIR is to parallelize the image processing and use a single CPU core per image. Modern CPUs consist of 2–48 cores

---

**Table 5.1: Details of the used BV parameters (cf. Section 5.2).**

| M | $\alpha$ | $\lceil \lg(q) \rceil$ | $\lg(T)$ | WC $|c|$ |
|---|---|---|---|---|
| (a) | 3 | 4096 | 140 | 107 | 140 kB |
| (b) | 2 | 4096 | 100 | 196 | 100 kB |
| (c) | 1 | 2048 | 77 | 91 | 38.5 kB |

---

**Figure 5.3: Multiplication tree for $k = 8$.**
5.5 Performance Analysis

Table 5.2: Implementation results for the BV scheme. Times for a single operation (MUL, ADD) dependent on the ciphertext degree.

<table>
<thead>
<tr>
<th>BV Operation</th>
<th>C = 2 ms</th>
<th>C = 3 ms</th>
<th>C = 5 ms</th>
<th>C = 9 ms</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) ADD</td>
<td>0.19</td>
<td>1.56</td>
<td>2.94</td>
<td>5.58</td>
<td>1021 ms</td>
</tr>
<tr>
<td>MUL</td>
<td>63.6</td>
<td>154</td>
<td>453</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>(b) ADD</td>
<td>0.82</td>
<td>1.39</td>
<td>2.6</td>
<td>–</td>
<td>211 ms</td>
</tr>
<tr>
<td>MUL</td>
<td>48.9</td>
<td>111</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>(c) ADD</td>
<td>0.41</td>
<td>0.65</td>
<td>–</td>
<td>–</td>
<td>20.85 ms</td>
</tr>
<tr>
<td>MUL</td>
<td>20.2</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Final implementation results. Encrypted BF sizes depending on k and BV. Single-core and optimized parallel timings.

<table>
<thead>
<tr>
<th>M</th>
<th>k</th>
<th>BV</th>
<th>sec.</th>
<th>FP-rate</th>
<th>[[B]]</th>
<th>time</th>
<th>time (parallel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>(a)</td>
<td>107 b</td>
<td>1.5 E-05</td>
<td>1.8 TB</td>
<td>1021 ms</td>
<td>16 cores</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.2 E-06</td>
<td>2.6 TB</td>
<td></td>
<td>63.8 ms</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>(b)</td>
<td>196 b</td>
<td>1.7 E-05</td>
<td>2.8 TB</td>
<td>211 ms</td>
<td>4 cores</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.6 E-06</td>
<td>5.1 TB</td>
<td></td>
<td>52.75 ms</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>(c)</td>
<td>91 b</td>
<td>1.5 E-05</td>
<td>9 TB</td>
<td>20.2 ms</td>
<td>1 core</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.6 E-06</td>
<td>28 TB</td>
<td></td>
<td>20.2 ms</td>
</tr>
</tbody>
</table>

(e.g., AMD Opteron, Intel Xeon). For instance, using a usual 16 core CPU outputs 16 results in 1021 ms for (a), reducing the average processing time to 63.8 ms per image. In this way we achieve our goal of having a processing time per image of less than 71.4 ms. Using the BV parameters (b), a Quad-Core CPU brings the average processing time down to 52.75 ms as shown in Table 5.3. The final BF size [[B]] is computed as m · WC |c|, since each of the m encrypted BF positions is of size WC |c|. Recall that [[B]] is an upper bound as explained in Section 5.2.

Table 5.3 shows, that depending on the available cores, we have several options to implement the system at our University. Having a CPU with 16 cores, allows us to use the BV parameters (a), resulting in 1.8 TB of storage and a maximum of 56,426 images per hour. A graphical representation of the trade-offs on security, time and storage using different BV parameters for our single-core results from Table 5.3 is shown in Figure 5.4.

Note that the timing results do not take the hash functions into account. However, compared to the homomorphic operations the times for hashing are negligible.

Limitations. Like all FIR tools, SOFIR is not able to detect encrypted PIPs. Encryption makes it impossible to access and process the plaintext im-

---

2 The parallel timings do not take the overhead for creating the threads for parallelization into account. Since the systems is designed to run continuously the times for the initial threading are negligible.
age without the decryption key. In practice however, most network traffic in companies or at hosting providers is unencrypted. SOFIR is designed to detect illegal images in such (unencrypted) settings. It gives companies more insight into their own network traffic by utilizing the confidential PIP databases held by law enforcement agencies. This is beneficial for both companies and LEAs to detect and mitigate the distribution of PIPs.

Another limitation of our current system is the inability to detect manipulated PIPs. To detect small image manipulations (e.g., cropping, rotating, scaling, shifting, JPEG compression, median filtering), a perceptual/robust hash function should be used in place of the inner hash function $h^\text{in}$. Such a perceptual hash function is a compression function that outputs very similar values (in terms of some metric, e.g., the Hamming metric) for perceptually similar pictures. Numerous instantiations using different techniques are known [178, 190]. In its current form, SOFIR is not able to deal with the fuzziness or error-proneness of perceptual hash functions. We consider this as interesting future work.

![Graphical representation of the single-core implementation results from Table 5.3 for different BV parameters.](image)

**Figure 5.4:** Graphical representation of the single-core implementation results from Table 5.3 for different BV parameters.

## 5.6 Conclusion

We have presented SOFIR, a system to detect known illegal images in network traffic in a privacy-preserving manner. Our mechanism is not limited to images but can also detect all other file formats, e.g., documents or videos. SOFIR cryptographically hides the hash database from the involved companies. The encrypted reports to the LEA only contain the number of found illegal images in a given interval, thereby keeping the company’s legal network traffic private. We instantiated our proposed system using the somewhat homomorphic encryption scheme from Brakerski and Vaikuntanathan [54] and showed, that it is efficient to be used in real world application scenarios.

As future work we plan to replace the inner hash function with (i) a perceptual hash function (here: or Microsoft’s PhotoDNA [1]) to detect small image manipulations and (ii) different feature extraction algorithms, e.g., digital camera identifiers or watermarks, that can identify a camera model or images, respectively, in a unique way.
In this thesis, we have shown that search pattern hiding is feasible, even with reasonable efficiency. We discussed three ways for hiding the search pattern, two for encrypted and one for unencrypted data, and presented the first provably secure efficient search pattern hiding schemes.

Approaches A1 and A2 are based upon hiding the processed database entries from the server and are presented as SDR in Chapter 3 and DSSE in Chapter 4, respectively. For unencrypted data, we answer RQ2 and propose SOFIR in Chapter 5. To evaluate the performance of our schemes, we have implemented the building blocks of all our proposed search algorithms and SSW in C/C++. Our experimental results show the practical efficiency of our schemes.

Table 6.1 shows the running times of our search algorithms for different data sets compared to the search pattern hiding predicate encryption scheme by Shen, Shi, and Waters [167]. The numbers for SSW are based on the performance of a type A symmetric prime order pairing using the PBC [130] (Pairing-Based Cryptography) library and the fact that a pairing on a 1024-bit composite order elliptic curve can be 50 times slower than in a prime order group [84]. This is a conservative estimate since the SSW scheme uses composite order groups, where the order is the product of four primes. For the SDR and SOFIR scheme we used the FLINT library, namely Fast Library for Number Theory [99] to implement the Brakerski-Vaikuntanathan (BV) scheme [54]. The code for the BV scheme was co-developed by Arjan Jeckmans. This is the first publicly-available implementation of the scheme in C with carefully chosen parameters, so that it may be of independent interest for other works. Our DSSE scheme is entirely based on XOR operations and pseudo-random functions. Note that these numbers are based on implementations on commodity hardware. Using specialized hardware will decrease the running times even further. Our solutions are orders of magnitude more efficient than SSW and show the practical applicability of our proposed solutions.

The implementation results show that a search query, using SDR, takes 47 seconds in an encrypted database with 1000 documents and 100 keywords, while a search query takes around 10 minutes in an encrypted database with 5000 documents and 250 keywords. In contrast, for the SSW scheme, a search query takes around 16 hours in an encrypted database with 1000 documents and 100 keywords on the same server, which is far away from efficient. We note that although the performance of the proposed SDR scheme does not say that it is an efficient solution in all application scenarios, it is reasonably efficient for small data sets like for example private emails or documents. Using the proposed DSSE scheme requires only 2.2 seconds to search through an encrypted dataset of one million documents and 1000 keywords. This shows, that search on encrypted data can be done efficiently, even for larger datasets. Our SOFIR construction can search for 50,000 query items through half a million plaintext items in 17.4 minutes. Thus, a search for one item requires 20.2

\[^{1} http://scs.ewi.utwente.nl/other/boesch/bv.zip\]
ms. The running times of our algorithms show the practical relevance of our theoretical approaches.

### 6.1 Contributions and Future Work

Table 6.1 shows the results of the thesis per chapter. In particular:

**Chapter 2.** We survey the notion of provably secure searchable encryption by giving a complete and comprehensive overview of the two main SE techniques: Searchable Symmetric Encryption and Public Key Encryption with Keyword Search. Three major conclusions can be drawn from our work regarding efficiency, query expressiveness, and security. While the so-called IND-CKA$^2$ security notion becomes prevalent in the literature and efficient (sub-linear) SE schemes meeting this notion exist in the symmetric setting, achieving this strong form of security efficiently in the asymmetric setting remains an open problem. We observe that in multi-recipient SE schemes, regardless of their efficiency drawbacks, there is a noticeable lack of query expressiveness which hinders deployment in practice. Almost all searchable encryption schemes have a common problem. They leak the search pattern which reveals whether two searches were performed for the same keyword or not. Hence, the search pattern gives information on the occurrence frequency of each query, which can be exploited by statistical analysis, eventually allowing an attacker to gain full knowledge about the underlying plaintexts.

As a result, more research is required in all three research directions. In order to make an important step towards a widespread use of searchable encryption, schemes need to improve the practical efficiency as well as scalability for large datasets. To move towards closing the gap to plaintext searches, SE schemes have to improve the query expressiveness to include, for example, functionalities like phrase search, proximity search or regular expressions. The IND-CKA$^2$ security definition is considered strong in the context of searchable encryption, but allows the leakage of the search pattern which can be fatal in certain applications. Thus, more search pattern hiding schemes for different scenarios are of importance.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Times for (keyword/document) sets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(100/1000)</td>
</tr>
<tr>
<td>SSW [167]</td>
<td>16.3 h</td>
</tr>
<tr>
<td>SDR (1024) – Ch. 3</td>
<td>4.8 m</td>
</tr>
<tr>
<td>SDR (512) – Ch. 3</td>
<td>47 s</td>
</tr>
<tr>
<td>DSSE – Ch. 4</td>
<td>7 µs</td>
</tr>
<tr>
<td>SSE – Ch. 4</td>
<td>36 ns</td>
</tr>
<tr>
<td>SOFIR – Ch. 5</td>
<td>(50,000/500,000)</td>
</tr>
</tbody>
</table>
6.1 Contributions and Future Work

<table>
<thead>
<tr>
<th>Interaction</th>
<th>SP and AP</th>
<th>Leakage</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>most [Ch. 2]</td>
<td>SSW [167]</td>
</tr>
<tr>
<td>Client</td>
<td>several [Ch. 2]</td>
<td>SDR [Ch. 3]</td>
</tr>
<tr>
<td>Server</td>
<td>several [Ch. 2]</td>
<td>DSSE [Ch. 4]</td>
</tr>
</tbody>
</table>

Table 6.2: Our contributions in the field. * This scheme is non-interactive with all the clients, except for the data-owner. ** Using the extended PIR version of the scheme.

Chapter 3. We propose the concept of selective document retrieval (SDR) as a cryptographic primitive for outsourcing encrypted data. Compared with symmetric searchable encryption (SSE), an SDR scheme can potentially provide more flexible services and better security guarantees, including the protection of the search pattern (using approach A1). We describe a security model to cover three types of privacy properties, including index privacy, trapdoor privacy, and query result privacy. SDR offers a very flexible framework, and can be adapted very easily to support many useful search features. SDR’s interactive nature makes the search process more practical, comparable to a web search. Our implementation results show the practical applicability of our scheme for small datasets. Due to the practical efficiency and increased security of our scheme, SDR has a strong impact on the field of secure data outsourcing. We propose the first efficient search pattern hiding construction (see Table 6.2). For our experiments we set appropriate parameters for the symmetric BV encryption scheme [54] and implement it in C. This is the first implementation of the scheme in C, so that it may be of independent interest. The results show, that SDR is orders of magnitude more efficient than the search pattern hiding predicate encryption scheme by Shen, Shi, and Waters [167].

SDR relies on client interaction which is regarded as a drawback in some application scenarios. How to construct efficient search pattern hiding schemes without client interaction is an interesting open question.

Chapter 4. We explore SSE in a distributed setting and propose the concept of distributed searchable symmetric encryption (DSSE) for outsourcing encrypted data. Compared with standard SSE, a DSSE scheme can potentially provide more efficiency and better security guarantees. We describe a security model that in addition to previous models also protects the search pattern (using approach A2). We propose a construction for DSSE (based entirely on binary XOR operations and pseudo-random functions) which is highly efficient, despite the additional security. Our DSSE scheme can perform a query by a simple table look-up, without revealing the search pattern. Our implementation results show the practical applicability of our DSSE scheme even for large datasets. DSSE can be used for practical applications where client interaction
is not appropriate. Due to its simplicity, efficiency and security improvements, DSSE has a strong impact on the field of provably secure searchable encryption. We propose the first efficient search pattern hiding construction without client interaction (see Table 6.2). If the storage provider and query proxy collude, the scheme is still IND-CKA2 secure. The resulting colluding SSE scheme is even more efficient than DSSE and outperforms Curtmola et al.’s [75] scheme in terms of trapdoor sizes and simplicity, which shows the practical importance of the colluding scheme. Both schemes bring us closer to a practical deployment of searchable encryption.

Constructing an efficient search pattern hiding scheme without interaction remains an open problem.

Chapter 5. We propose SOFIR, to answer RQ2. SOFIR illustrates how the techniques from our previous schemes can be used to construct a novel search scheme for a concrete real world application. The experimental results, which demonstrate SOFIR’s efficiency, and our patent application [2] show the practical applicability and importance of our construction. Our application scenario has a strong impact on society and outsourced private search. SOFIR can effectively and efficiently detect the distribution of illegal content via the world wide web. SOFIR can also be used to privately search in all kinds of unencrypted data, e.g., RSS feeds.

In its current form, our SOFIR scheme is not able to deal with the fuzziness or error-proneness of perceptual hash functions. We consider this lack in query expressiveness as interesting future work.

Summary. We present the first efficient search pattern hiding schemes so far. Our proposed solutions are more secure than previous constructions, due to the protection of the search pattern. This fills the gap between (search pattern leaking) searchable encryption and (nothing leaking) ORAM (see Table 6.2). At the same time, our constructions are orders of magnitude more efficient than SSW, which is the only search pattern hiding scheme in the context of searchable encryption. Our implementation results show the practical applicability of all our solutions.

We have learned, that building efficient and provably secure search pattern hiding schemes is possible. Further research is needed to increase the expressiveness of schemes for a widespread deployment of searchable encryption.
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