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In today’s information-based society, guaranteeing information security plays an important role in all aspects of life: governments, military, companies, financial information systems, web-based services etc. With the existence of Internet, Google, and shared-information networks, it is easier than ever to access information. However, it is also harder than ever to protect the security of sensitive information. If an attacker can access important information, he can bring down a company or even harm people’s lives. Thus, there are growing challenges of how best to keep private information processed by computing systems secure.

With the trend of multiple cores on a chip and parallel systems like general-purpose graphic processing units, applications implemented in a multi-threaded fashion are becoming the standard. Protecting the confidentiality of information manipulated by multi-threaded programs is an important problem, but also a challenge. Firstly, since the program execution involves the scheduler — to decide the ordering of executed threads — data behave in an unpredictable way; and thus, it is difficult to predict what an attacker can observe during the execution. Secondly, with the help of more powerful computing techniques, the attackers are more and more powerful, i.e., they can observe the traces of public data during the execution, and are even able to choose the scheduler to limit the set of possible program traces. Many researchers are concerned with this challenge, but most of the approaches are not sufficient, or very restrictive. The goal of this thesis is to propose more suitable and practically efficient methods to analyze information flow of multi-threaded programs.

Firstly, we formalize two qualitative confidentiality properties, (1) one for non-deterministic programs, where we do not take into account the probabilistic behavior of programs and schedulers, and (2) another one for probabilistic programs, where we assume to have knowledge about the probability of scheduling events. These two properties are scheduler-specific, i.e., if data traces of the program execution satisfy these properties, the program is guaranteed not to
leak information under the scheduler used to deploy the program. We compare these formalizations with the existing proposals in the literature, and show that our definitions better approximate the intuitive understanding of confidentiality, which unfortunately cannot be formalized directly.

Secondly, we propose verification methods to verify our information flow properties, i.e., logic-based and efficient algorithmic verification methods. These methods not only give precise and efficient verifications for confidentiality properties, but also are relevant outside the security context. Our approaches have two advantages: (1) many other formalizations of confidentiality in the literature can also be verified by minor modifications of our algorithms, and (2) we can synthesize attacks for insecure programs, based on counter-example generation techniques. Since the verification is precise, if it fails, a counter-example can be produced, describing a possible attack on the security of the program. This idea of synthesizing attacks for information flow properties of multi-threaded programs has not been previously published in the literature. We also develop a tool which contains these techniques, and show its practical application on some case studies.

Counter-examples give us the reasons why a program fails a confidentiality requirement. However, in some cases, it is also interesting to know the quantity of the information flow that has been revealed. A quantitative security policy offers a richer security policy than the traditional qualitative properties, since the amount of leakage can be used to decide whether we can tolerate the minor leakage.

Classical quantitative information flow analysis often considers a system as an information-theoretic channel, where private data are the only input and public data are the output. First of all, this thesis extends this classical context by considering systems where the attacker is able to influence the initial values of public data, which should also be considered as an input of the channel. We adapt the classical view of information-theoretic channels in order to quantify information flow of programs that contain both private and public inputs.

Additionally, we show that our measure can also be used to reason about the case where a system operator on purpose adds noise to the output, instead of always producing the correct output. The noisy outcomes are used to reduce the correlation between the output and the input, and thus to increase the remaining uncertainty of the attacker about the secret. However, even though the noisy outcomes enhance the security, they reduce the reliability of the program. We show how given a certain noisy output policy, the increase in security and the decrease in reliability can be quantified.

Finally, this thesis presents a novel model of analysis for multi-threaded
programs where the attacker is able to select the scheduling policy. This model
does not follow the traditional information-theoretic channel setting. In this
analysis, we first study what extra information an attacker can get if he knows
the scheduler’s choices, and then integrate this information into the transition
system modeling the program execution. Via a case study, we compare this
approach with the traditional information-theoretic models, and show that this
approach gives more intuitive-matching results.
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Chapter 1

Introduction

1.1 How to be secure

We are living in an information-based society, where information is an important strategic resource. Thus, guaranteeing information security plays a crucial role in every aspect of life. Governments, military, companies, financial information systems, as well as web-based services, e.g., mail, shopping, and business-to-business transactions, all want to keep a good deal of information secret. For example, companies should protect salary information of their employees, or business plans, or any other information that gives them a competitive edge. Web-based services need to protect their customers’ personal information when they perform on-line functions such as banking, shopping, or social networking. When more and more sensitive information is stored, processed electronically, and transmitted across networks, the risks of unauthorized access increases. If important information falls into the wrong hands, it can wreck lives, bring down businesses, and even commit harm. Thus, we are presented with growing challenges related to how to protect valuable private information in the best way. This thesis aims to deal with these challenges, i.e., to keep secret information manipulated by computing systems secure. In this thesis, unless otherwise stated, the term security refers to confidentiality.

Securing the data manipulated by computing systems has been a challenge in the past years. Several methods to limit the information disclosure exist today, such as access control, and cryptography. For example, companies include some form of access control to protect their files from being read or modified by
unauthorized users. Web-based services protect their customers’ information by limiting the places where information might appear (in databases, log files, backups, printed receipts etc.), and also by restricting access to the places where it is stored. A credit card transaction on the Internet requires the credit card number to be encrypted during transmission.

These are important and useful approaches, of course, but they have a fundamental limitation, i.e., they can prevent confidential information from being read or modified by unauthorized users, but they do not regulate the information propagation after it has been released. For example, access control prevents unauthorized file access, but is insufficient to control how the data is used afterwards. Similarly, cryptography provides the means to exchange information privately across a non-secure channel, but no guarantee about the confidentiality of private data is given after it is decrypted. Thus, neither access control nor encryption provide a complete solution to protect confidentiality of information systems.

To ensure confidentiality for an information system, it is necessary to show that the system as a whole enforces a confidentiality policy, i.e., by analyzing how information flows within the system. The analysis must show that information controlled by a confidentiality policy cannot flow to a location where that policy is violated. Thus, the confidentiality policy we wish to enforce is an information flow policy, and the method that enforces them is an information flow analysis. An information flow policy is a standard way to apply the principle of end-to-end design to the specification of computer security requirements. Therefore, we expect the guaranteed security specification to be an end-to-end security policy, i.e., not only preventing unauthorized access to information, but also tracking how information flows during program executions [78].

Basically, information flow analysis is to track and regulate the information flow of a system during its execution to prevent the flow of private information to unauthorized users/attackers. If the program passes the analysis, then the system’s execution does not contain insecure information flow. The analysis can be done either dynamically, e.g., by runtime monitoring or test execution, or statically, e.g., by data-flow analysis or model checking. Dynamic analysis marks data with labels describing their security levels, and then propagates those labels to all derivatives of the data to check whether a violation occurs, while static analysis analyzes the source code of the program that processes the data to determine whether it respects the information flow policy.

However, dynamic analysis cannot be precise, since confidentiality is a property concerning all possible execution paths, while dynamic analysis only has information about the single current execution [78, 77]. The static approach is
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a more promising way of enforcing information flow policies, since it considers all possible data traces; and thus, it can control information flow with high precision [78]. This thesis follows the static approach, which can be classified into qualitative and quantitative information flow analysis. Qualitative information flow analysis checks whether an application leaks secret information, and quantitative analysis determines how much secret information has been leaked in case the application is rejected by qualitative analysis.

Many systems for which confidentiality is important are implemented in a multi-threaded fashion where multiple activities can be executed concurrently, e.g., web-based services, databases and operating systems. With the increasing popularity of multiple cores on a chip and massively parallel systems like general-purpose graphic processing units, multi-threading is becoming the standard. However, to guarantee confidentiality for multi-threaded programs is a challenge, since data of a multi-threaded program often behave unpredictably during the execution, and thus, it is difficult to predict what an attacker can observe. While many researchers are concerned with this challenge with various different approaches having been proposed, efficient information flow analysis techniques for multi-threaded programs are still lacking.

This thesis focuses on static information flow analysis for multi-threaded programs, i.e., to determine whether, and how much, private information has been leaked via public data.

1.2 Qualitative information flow analysis

Information flow is the flow of information from one variable to another variable in a program. In information flow analysis, each variable is assigned a security level. The basic model comprises two distinct levels: low and high, respectively, publicly observable information, and private information. Qualitative information flow analysis prohibits any information flow from a high security level to a low security level\(^1\). For example, the following program,

\[
\text{if } (S > 0) \text{ then } O := 0 \text{ else } O := 1,
\]

where \(S\) is a private variable and \(O\) is a public variable, is rejected by qualitative security properties, since we can learn information about \(S\) from the value of \(O\).

\(^1\)This model can be generalized in an obvious way, i.e., security levels can be viewed as a lattice with information flowing only upwards in the lattice.
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Many applications such as Internet banking, e-commerce, and medical information systems etc. need to enforce strict protection of private data, e.g., credit card details, medical records etc. The success of these applications depends for a large part on the confidentiality guarantees that can be given to clients. If private data is not absolutely protected, users refuse to use such applications. Thus, it is necessary that these applications satisfy qualitative confidentiality properties, i.e., private information cannot be derivable from public data. Using formal means to establish confidentiality is a promising way to gain users’ trust. Of course, there are many challenges related to this.

1.2.1 Confidentiality for multi-threaded programs

Different notions of qualitative confidentiality properties are proposed in the literature. Many researchers are concerned with defining and refining variations of noninterference — a fundamental qualitative confidentiality property that is often used for sequential programs [38, 92]. Noninterference states that a program is considered secure if the set of possible final values of public variables are independent of the initial values of private variables [92, 83]. An open challenge is to establish a suitable formalization of confidentiality for multi-threaded programs, since noninterference is not appropriate for a multi-threaded setting. This is due to two reasons. First of all, due to the exchange of intermediate results during the execution of a multi-threaded program, we have to take into account the leakage in intermediate states. Consider the following multi-threaded program, where \( S \in H \) (set of high variables) and \( O \in L \) (set of low variables).

Example 1.1

\[
O := 0; \\
(\{\text{if } (O = 1) \text{ then } (O := S) \text{ else skip} \}\ || \ O := 1; ) \\
O := 1;
\]

From now on, for notational convenience, let \( C_1 \) and \( C_2 \) denote the left and right operands of the parallel composition operator \( || \). Executing this program, we obtain the following traces \( T_{\mid O} \) of \( O \), depending on which thread is picked first.

\footnote{There exist many definitions of noninterference. We refer to the definition of Volpano and Smith [92].}
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\[ T_{|o} = \begin{cases} [0, 1, 1] & \text{execute } C_1 \text{ first} \\ [0, 1, S, 1] & \text{execute } C_2 \text{ first} \end{cases} \]

According to the definition of noninterference, this program is secure, since the final value of \( O \) is independent of the initial value of \( S \). However, this program leaks the entire secret, since the attacker can access \( S \) via an intermediate state on the public data trace when \( C_2 \) is executed first.

Thus, the definition of noninterference which considers only leaks in final states is not appropriate to ensure confidentiality for multi-threaded programs. Instead, for multi-threaded programs, we have to require that private data are never revealed throughout the whole \textit{execution traces}, i.e., the sequences of states that occur during the program execution [96, 80].

Secondly, because of the interactions between threads, data traces of a multi-threaded program depend on the scheduling policy that is used to deploy the program. Thus, for multi-threaded programs, we have to consider the \textit{refinement attack} where an attacker chooses an appropriate scheduler to refine the set of possible program traces; and thus, secret information can be revealed from this limited set of traces.

Thus, new methods have to be developed for an observational model where an attacker is able to access the program source code, observe traces of public data, and limit the set of possible program traces by selecting an appropriate scheduler. This thesis proposes two confidentiality properties for multi-threaded programs, one for \textit{non-deterministic} programs, where we do not take into account the probabilistic behavior of programs and schedulers, and one for \textit{probabilistic} programs, where we assume to have knowledge about the probability of scheduling events.

**Non-deterministic multi-threaded programs.** Different proposals exist that attempt to establish a confidentiality property for the multi-threaded setting. We follow the approach advocated by Roscoe [75] that for a multi-threaded program, not to leak information about private data, behavior that can be observed by an attacker should be deterministic, and thus, it cannot be influenced by private data. The only way information can flow from private data to public data is when public data behave differently with different private data. To capture this, the notion of \textit{observational determinism} has been introduced. \textit{Intuitively}, observational determinism expresses that a multi-threaded program is secure when its \textit{publicly observable traces} are deterministic and independent of its private data. Several \textit{formal} definitions are proposed in the literature,
e.g., by [96, 48, 87], but none of them captures this intuition exactly, i.e., they accept insecure programs, since their formalizations of deterministic behavior are not precise. Besides, these definitions also claim that they are scheduler-independent, i.e., they are resistant to refinement attacks. However, this claim is not correct, i.e., with an appropriate scheduler, the attacker can derive secret information from an accepted program.

Taking into account the effect of schedulers on confidentiality, this thesis proposes a definition of scheduler-specific observational determinism (SSOD). Basically, a program respects SSOD if (SSOD-1) each public variable has to evolve deterministically on traces, i.e., traces of each public variable are stuttering equivalent, and (SSOD-2) the relative orderings of public-variable updates on traces are coincidental. SSOD is scheduler-specific, since traces model the runs of a program under a particular scheduler. When the scheduling policy changes, some traces cannot occur, and also, some new traces might appear; thus the new set of traces may not respect our conditions. Notice that this definition does not consider the probabilistic behavior of programs and scheduling policies.

Probabilistic multi-threaded programs. SSOD is a non-deterministic secure information flow property: it only considers the nondeterminism that is possible in an execution, but it does not consider the probability that an execution will happen. When a scheduler’s behavior is probabilistic, some threads might be executed more often than others, which opens up the possibility of probabilistic attacks. To prevent information leakage under probabilistic attacks, several notions of probabilistic noninterference have been proposed by Volpano et al., Sabelfeld and Sands, and Smith [93, 80, 82]. However, these definitions have limitations, i.e., they accept leaky programs, while rejecting many secure ones. Therefore, this thesis also introduces the notion of scheduler-specific probabilistic observational determinism (SSPOD). This definition extends SSOD, and makes it usable in a larger context.

SSPOD formalizes a confidentiality property for multi-threaded programs executed under probabilistic schedulers. Basically, a probabilistic program respects SSPOD if (SSPOD-1) each public variable individually behaves deterministically with probability 1, and (SSPOD-2) the relative ordering of public-variable updates on traces are probabilistically coincidental.

Scheduler-independent confidentiality. Besides, we consider it very important that security of a given program is robust w.r.t. any particular scheduler
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used; otherwise security guarantees may be destroyed by a slight change in the scheduling policy. Therefore, this thesis also derives a definition of scheduler-
independent observational determinism. Intuitively, considering all possible interleavings of the threads of a multi-threaded program, if all traces of all public variables behaves deterministically, the program is secure w.r.t. any scheduling policy used to deploy the program.

1.2.2 Property verification and attack synthesis

Besides formalizing confidentiality properties, this thesis also discusses how to verify them. While various, subtly different approaches to formalize multi-threaded confidentiality have been proposed, efficient verification techniques for these properties are still lacking. Classical approaches to check information flow properties are typically based on type systems: if a program can be typed, it ensures secure information flow. Type systems are efficient, and support compositional verification. However, they also have several drawbacks. First of all, they are often imprecise, and insensitive to control flow. Secondly, type systems for multi-threaded programs often aim to prevent information leakage from the thread timing behavior of executions; and thus, to achieve this goal, type systems are often very restrictive. This restrictiveness makes practical programming impossible. Finally, the extensibility of type systems is very poor: each variant of the information flow policy or each new feature added to the programming language requires a modification of the type system and its soundness proof [15].

Logic-based verification. Instead, logic-based verification approaches are more flexible, and also offer a more general mechanism to enforce a variety of information flow policies, without the need to prove soundness repeatedly. This thesis discusses a method to encode the information flow property as a temporal logic property. To do this, we implement the idea of self-composition — a construction where a program is composed with its copy and each program copy keeps an independent memory [34, 15]. Basically, we construct a program model that executes the program to be verified twice, in parallel with itself. This program model enables us to characterize the confidentiality property as a logical property; and thus, the information flow verification problem can be translated into a model-checking problem. This approach offers us a way to reuse existing model checkers to verify information flow properties for programs.
Algorithmic verification. Besides reusing existing verification tools, we also propose more efficient specialized algorithms to verify our information flow properties. These algorithms not only give a precise and efficient verification method for confidentiality, but also are relevant outside the security context. We would like to stress that other formalizations of observational determinism [96, 48, 87] can also be verified by minor modifications of our algorithms. In comparison to the logical verification approach, the program model in the algorithmic approach is simpler, which makes the verification of large systems more practical.

Attack synthesis. Another advantage of using model-checking techniques to verify information flow properties is that we can synthesize attacks for insecure programs, based on counter-example generation techniques. Since the verification algorithm is precise, if it fails, a counter-example can be produced, describing a possible attack on the security of the program. This thesis describes how the verification algorithms can be instrumented to produce these counter-examples. We believe that our idea of applying counter-example generation to synthesize attacks for information flow properties has not previously been mentioned in the qualitative confidentiality theory for multi-threaded programs.

We also develop a tool which contains these algorithmic techniques, and provide case studies to show the feasibility of the algorithmic approaches and the practical capability of the tool.

1.3 Quantitative information flow analysis

As discussed above, qualitative information flow analysis absolutely forbids any flow of information. Thus, qualitative analysis does not distinguish between two programs \((C_1) O := S\) and \((C_2) O := S \mod 2\), where \(S\) is a private variable and \(O\) is a public output. Both \(C_1\) and \(C_2\) are rejected, since they reveal secret information. The qualitative confidentiality properties only tell whether...
a program is completely secure or not completely secure, i.e., they only make binary decisions.

Qualitative security analysis is essential for applications where private data need strict protection. However, many practical programs require the ability to intentionally violate qualitative information flow properties by leaking minor information. Such systems include password checkers (PWC), cryptographic operations etc. For instance, when an attacker tries a string to guess the password: even when the attacker makes a wrong guess, secret information has been leaked, i.e., it reveals information about what the real password is not. Similarly, encrypting some private data would seem to make them public. Thus, there is a flow of information from the plain-text to the cipher-text, since the cipher-text depends on the plain-text. These applications are not accepted by qualitative security properties.

Standard qualitative security policies are incapable of expressing the desired security properties for these systems. These violations necessitate a richer security policy than the traditional qualitative properties. An approach that has recently become an active research topic in the computer security community is quantitative information flow analysis [64, 28, 22, 62, 61, 99, 84, 9]. Basically, this approach relaxes the absolute confidentiality properties by quantifying the information flow and determining how much secret information has been leaked, i.e., expressing the amount of leakage in quantitative terms. A quantitative theory of information flow offers a method to compute bounds on how much information is leaked. This information can be used to decide whether we can tolerate minor leakage. Quantifying information flow also provides a way to judge whether one application leaks more information than another, although both are insecure. For example, a reasonable quantitative security analysis would assign a higher value of leakage to $C_1$ than to $C_2$, since an attacker is able to learn the entire content of $S$ in $C_1$, while $C_2$ only allows him to learn one bit of $S$. Thus, a quantitative security policy can be seen as a generalization of an absolute one, since it can provide properties that go beyond the binary output of a qualitative approach.

### 1.3.1 Classical quantitative security analysis

Classical quantitative analysis models the program execution as a channel in the information-theoretic sense, where the secret $S$ is the only input and the observable $O$ is the output [4]. An attacker, by observing $O$, might be able to derive information about $S$. The quantitative security analysis then concerns the amount of private data that an attacker is able to learn. The analysis is based
on the notion of entropy. The entropy of a random private variable expresses the uncertainty of an attacker about its value, i.e., how difficult it is for an attacker to discover its value. The leakage of a program is typically defined as the difference between the secret’s initial uncertainty, i.e., the uncertainty of the attacker about the private data before the program execution, and the secret’s remaining uncertainty, i.e., the uncertainty of the attacker after observing the program’s public outcomes, i.e.,

\[
\text{Information leakage} = \text{Initial uncertainty} - \text{Remaining uncertainty}.
\]

1.3.2 Quantitative security analysis for programs with low input and noisy output

This thesis discusses how to quantitatively analyze information flow of an application where an attacker is able to influence the initial values of its public variables. For example, in PWC, the string an attacker tries to guess the password is the low input. Many real-world applications, e.g., login systems, PWC, or banking systems fall in this category. Making a suitable quantitative analysis of information flow for programs containing low input is more difficult than it might seem [30, 49]. The key point is how to model such programs, since a wrong model results in counter-intuitive quantities of information flow.

The common sense of the information-theoretic channel is that the secret is the only input. However, for programs where an attacker can set up the initial low values based on his knowledge about the program code and private data, the initial low values are also input of the channel. Thus, the channel that models the program now has two different kinds of inputs, i.e., the secret and the initial low values. This makes the traditional form of channel invalid when quantifying information flow of such programs.

To apply the traditional channel to this situation, we consider the initial low values as parameters of the channel. In particular, we consider all possible sets of initial low values, and for each set, we construct a channel corresponding to these low values. Each channel is seen as a test, i.e., the attacker sets up the low parameters to test the system. Since the attacker knows the program code, he knows which test would help him to gain the most information. Therefore, the leakage of the program with low input is defined as the maximum leakage over all possible tests.

To make our model of quantitative security analysis suitable for both sequential and multi-threaded programs, firstly, we consider also the leakage in intermediate states, instead of just the leakage in the final states. Basically, the
output of our channel is a set of public-data traces obtained from the program execution. Secondly, we assume that the attacker cannot choose schedulers. In the next section, we discuss a different model of analysis aiming for multi-threaded programs where the attacker is able to select an appropriate scheduler to control the set of program traces. The model for multi-threaded programs does not follow the traditional information-theoretic channel setting.

A new measure for the remaining uncertainty. The existing approaches of quantitative information theory do not agree on a unique measure to quantify information flow. Past works have proposed several entropy measures to compute program’s leakage. Several researchers base their analysis on Shannon entropy and Rényi’s min-entropy with Smith’s version of conditional min-entropy [64, 28, 22, 62, 61, 99, 84, 9]. Basically, the Shannon entropy of a random variable $X$ is a lower bound of the expected number of guesses that are needed to determine correctly the value of $X$, while the min-entropy represents the measure of success to guess the value of $X$ by just one single try.

However, for some scenarios, these measures are in conflict, i.e., Shannon-entropy measures judge some programs more dangerous than others, while min-entropy measures give the opposite results. Thus, the literature admits that there is no unique measure that is likely to suit all cases: some measures will be more appropriate for the analysis in certain threat models [7].

This thesis follows the one-try guessing model, i.e., after observing the public outcome, the attacker is allowed to guess the value of $S$ by only one try. This threat model is suitable to many security situations, i.e., the system will trigger an alarm when an attacker makes a wrong guess. For this threat model, the most established approach to quantify and reason about information flow is based on Rényi’s min-entropy with Smith’s definition of conditional min-entropy [84]. However, we show that in some cases, Cachin’s version of conditional min-entropy [21] might be a more reasonable measure for the notion of remaining uncertainty, i.e., it gives results that better match the intuition than Smith’s version. Therefore, this thesis proposes to consider Cachin’s version as a new measure for quantifying information flow. We believe that this measure has not previously been used in the theory of quantitative information flow.

Noisy-output policy. The literature argues that by observing public outcomes of the execution, the attacker gains more knowledge about private data. Thus, the observable outcomes would reduce the initial uncertainty of the attacker on the secret; and hence, the value of leakage cannot be negative. How-
ever, we show that this non-negativeness property of leakage does not always hold, for example, in case the output of the program contains noise. The idea is that to enhance the security, the system operator might secretly add noise to the output, i.e., instead of always producing the exact outcomes, the program might sometimes report noisy ones. The noisy-output policy makes the outcomes of program more random, and thus, it reduces the correlation between the output and the input. As a consequence, the noisy outcomes might mislead the attacker’s belief about the secret, and thus, increase the final uncertainty. Therefore, the value of leakage might be negative. We believe that this property might open the door for a new understanding of what the measure of uncertainty should be.

Adding noise to the output enhances the security, but it reduces the program’s reliability, i.e., the probability that the program produces the correct outcomes. Totally random output might achieve the best confidentiality, but these outcomes are practically useless. Thus, it is clear that a noisy-output policy should consider the balance between confidentiality and reliability.

This thesis discusses how to construct an efficient noisy-output policy such that the attacker cannot derive secret information from the public outcomes, while a certain level of reliability is still preserved. Since the policy is kept secret, i.e., we do not want the attacker to find out that the system has been modified, the policy needs to respect some properties of the system. In this way, the noisy-output policy would help to protect the system effectively, while it still preserves the program’s function at the same time. To the best of our knowledge, the analysis for systems containing noisy output, and the idea of noisy-output policy have not been discussed in the literature before.

1.3.3 Quantitative security analysis for multi-threaded programs with the effect of schedulers

Since the outcomes of multi-threaded programs depend on the scheduling policy, to obtain a model of the complete analysis for multi-threaded programs, it is necessary to study what extra information an attacker can get if he knows the scheduler’s choices. Therefore, this thesis also discusses a novel model of analysis for multi-threaded programs where the attacker is able to select an appropriate scheduler to control the set of program traces. In this analysis, we model the execution of a multi-threaded program under the control of a probabilistic scheduler by a probabilistic Kripke structure\(^3\). The probabilities

\(^3\text{Probabilistic Kripke structure can be seen as a discrete-time Markov chain.}\)
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of the transitions are given by the scheduler that is used to deploy the program. States denote the probability distributions of private data $S$.

Therefore, the program execution can be seen as a distribution transformer. During the execution, the distribution of private data transforms from the initial distribution to the final distributions over traces. The distributions of private data at the initial and the final state of a trace can be used to define the initial uncertainty of the attacker about the secret information, and his final uncertainty, after observing the public data trace, respectively. Consequently, we define the leakage of an execution trace, i.e., the leakage given by a sequence of publicly observable data obtained during the execution of the program, as the difference between the initial uncertainty and the final uncertainty.

We denote the initial and the final uncertainty of an attacker by Rényi’s min-entropies of the initial and final distributions of private data, respectively. Notice that in this model of analysis, the notion of final uncertainty is slightly different from the notion of remaining uncertainty in the channel-based approach. While the remaining uncertainty depends only on the public outcomes of the execution, our notion of final uncertainty depends on the observables along the trace, and also on the program commands (chosen by the scheduler) that result in such observables. Both notions of initial and final uncertainty are computed by the same notion of entropy, i.e., Rényi’s min-entropy, while the notion of remaining uncertainty is computed by the conditional min-entropy.

Since the execution of a multi-threaded program always results in a set of traces, the leakage of a program is then defined as the expected value of the leakage-trace values. Via a case study, we demonstrate how the leakage of a multi-threaded programs is measured. We also compare our approach with the existing channel-based analysis models. We show that our approach gives a more accurate way to study quantitatively the security property of multi-threaded programs.

This thesis discusses how to estimate the quantity of information leakage for programs that contain low input and noisy output. It also introduces a new measure for the notion of remaining uncertainty. The analysis for multi-threaded programs that takes into account the effect of schedulers is also investigated.
1.4 Main contributions

In summary, the main contributions of this thesis to the field of information flow analysis are as follows,

- **Qualitative information flow analysis:**
  - We introduce the notions of scheduler-specific observational determinism that are formalizations of the secure information-flow requirements for multi-threaded programs. We show that our formalizations approximate the intuitive notion of security more precisely than the earlier definitions of observational determinism, which either accept insecure programs, or are overly restrictive. Besides, our definitions are also the only ones to consider the effect of schedulers on confidentiality.
  - We propose precise methods — logic-based and algorithmic verification techniques — to verify secure information flow properties. The verification uses a combination of new and existing algorithms. Since these properties are fundamental concepts in the theory of concurrent and distributed systems, the algorithms are also applicable in a broader situation, outside the security context.
  - The advantage of using model-checking algorithms is that they can generate counter-examples when the verification fails. We extend our algorithms for this purpose, i.e., presenting counter-examples to synthesize information leaking attacks.
  - We are implementing a tool, named LTSmin-CHECK, that contains the proposed algorithmic techniques. The feasibility of the algorithmic method and the capability of the tool are shown via practical case studies.

- **Quantitative information flow analysis:**
  - We discuss how to analyze quantitatively the information flow of a popular kind of programs — the ones that contain low input. For such programs, we adapt the traditional information-theoretic channel by considering the initial low values as parameters of the channel.
  - We show that the value of information flow might be negative in case the system operator adds noise to the outcomes, i.e., the noise misleads the attacker’s belief about the secret, and thus, it increases
the final uncertainty. We believe that this property would change the way people often think about the measure of uncertainty.

- We propose a new measure for the notion of remaining uncertainty, based on Cachin’s definition of conditional min-entropy. This new measure matches the real leakage values in many cases. This thesis also discusses how to design an efficient noisy-output policy, which generates noisy outcomes, while still guaranteeing a high overall reliability.

- We propose a novel approach for estimating the leakage of multi-threaded programs. This approach takes into account the observable data in intermediate states, and also the effect of the scheduler. We believe that this method gives us a more accurate way to study the quantitative security of multi-threaded programs. Thus, we consider this work as an important contribution in the field of quantitative security analysis for multi-threaded programs.

1.5 Organization of the thesis

This thesis consists of 10 chapters, which are basically grouped into three main parts. This introduction aside, the following is a brief summary of the contents of each chapter.

Chapter 2 provides the necessarily mathematical backgrounds for this thesis, including the definitions of Kripke structure, scheduler and stuttering equivalence.

Part 1: Qualitative Information Flow Properties

Chapter 3 discusses the limitations of existing confidentiality formalizations, and then presents two formalizations that overcomes these shortcomings: scheduler-specific observational determinism (SSOD) for non-deterministic programs and scheduler-specific probabilistic observational determinism (SSPOD) for probabilistic programs. Finally, a scheduler-independent confidentiality property is also derived.

Part 2: Qualitative Verification and Attack Synthesis

Chapter 4 shows how an information flow property can be verified by a logic-based verification method. Concretely, this chapter shows that SSOD can
be characterized by a temporal logic formula, and thus, existing standard verification tools can be used to prove or disprove this property.

Chapter 5 presents an algorithmic verification approach for both SSOD and SSPOD properties.

Chapter 6 introduces an attack synthesis method for insecure programs, based on counter-example generation techniques.

Chapter 7 discusses the practical implementation of the proposed algorithms, and case studies.

Part 3: Quantitative Information Flow Analysis

Chapter 8 discusses how to quantify information flow of programs that contain public input and noise at the output.

Chapter 9 presents a quantitative security analysis model for multi-threaded programs.

Chapter 10 concludes this thesis by summarizing its contributions, and also sketches directions for future work.
Chapter 2

Preliminaries

This chapter provides concepts and notations that are used throughout the remainder of this thesis. We first give definitions of (probabilistic) Kripke structures that are used to model semantics of (probabilistic) programs. The notion of schedulers that are used to deploy programs is also introduced. Finally, we define the notion of stuttering equivalence that is used to formally define the deterministic behavior of traces.

2.1 Basics

Sequences. Let $X$ be an arbitrary set. The sets of all finite sequences, and all finite/infinite sequences of elements from $X$ are denoted by $X^*$, and $X^\omega$, respectively. The empty sequence is denoted by $\varepsilon$. Given a sequence $\sigma \in X^*$, we denote its last element by $\text{last}(\sigma)$. A sequence $\rho \in X^*$ is called a prefix of $\sigma \in X^\omega$, denoted $\rho \sqsubseteq \sigma$, if there exists another sequence $\rho' \in X^\omega$ such that $\rho \rho' = \sigma$.

Probability distributions. A probability distribution $\mu$ over a set $X$ is a function $\mu \in X \rightarrow [0, 1]$, such that the sum of the probabilities of all elements is 1, i.e., $\sum_{x \in X} \mu(x) = 1$. If $X$ is uncountable, then $\sum_{x \in X} \mu(x) = 1$ implies that $\mu(x) > 0$ only for countably many $x \in X$. We denote by $\mathcal{D}(X)$ the set of all probability distributions over $X$.

The support of a distribution $\mu \in \mathcal{D}(X)$ is the set $\text{supp}(\mu) = \{x \in X \mid \mu(x) > 0\}$ of all elements with a positive probability. For an element $x \in X$, we denote
by $1_x$, the probability distribution that assigns probability 1 to $x$ and 0 to all other elements. The distribution is uniform when it assigns equal probability to all elements.

### 2.2 Kripke structures

Kripke structures [57] are a standard way to model programs’ semantics [41]. Basically, Kripke structures are graphs where nodes represent states of the system and edges represent transitions between states. Each state may enable several transitions, modeling different execution orders to be determined by a scheduler. State labels equip each state with relevant information about that state. For technical convenience, our Kripke structures label states with arbitrary-valued variables from a set $\text{Var}$, rather than with only Boolean-valued atomic propositions. Thus, each state $c$ is labeled by a function (valuation) $V(c) : \text{Var} \rightarrow \text{Val}$ that assigns a value $V(c)(v) \in \text{Val}$ to each variable $v \in \text{Var}$. We assume that $\text{Var}$ is partitioned into sets of low (public) variables $L$ and high (private) variables $H$, i.e., $\text{Var} = L \cup H$, with $L \cap H = \emptyset$.

**Definition 2.1 (Kripke structure)** A Kripke structure (KS) $\mathcal{A}$ is a tuple $\langle S, I, \text{Var}, \text{Val}, V, \rightarrow \rangle$ consisting of (i) a set $S$ of states, (ii) an initial state $I \in S$, (iii) a finite set of variables $\text{Var}$, (iv) a countable set of values $\text{Val}$, (v) a labeling function $V : S \rightarrow (\text{Var} \rightarrow \text{Val})$, (vi) a transition relation $\rightarrow \subseteq S \times S$. We assume that $\rightarrow$ is non-blocking, i.e., $\forall c \in S. \exists c' \in S. c \rightarrow c'$.

Given a set $\text{Var}' \subseteq \text{Var}$, the projection $\mathcal{A}|_{\text{Var}'}$ of $\mathcal{A}$ on $\text{Var}'$, restricts the labeling function $V$ to labels in $\text{Var}'$. Thus, we obtain $\mathcal{A}|_{\text{Var}'}$ from $\mathcal{A}$ by replacing $V$ with $V|_{\text{Var}'} : S \rightarrow (\text{Var}' \rightarrow \text{Val})$.

**Semantics of programs.** A program $C$ over a variable set $\text{Var}$ can be expressed as a KS $\mathcal{A}^C$ in a standard way: The states of $\mathcal{A}^C$ are tuples $(C, s)$ consisting of a program fragment $C$ and a valuation $s : \text{Var} \rightarrow \text{Val}$. The transition relation $\rightarrow$ follows the small-step semantics of $C$. If a program terminates in a state $c$, we include a special transition $c \rightarrow c$, i.e., a self-loop, ensuring that $\mathcal{A}^C$ is non-blocking. In the remainder of this thesis, we leave out the superscript $C$ whenever this is clear from the context.

**Paths and traces.** A path $\pi$ in an arbitrary KS $\mathcal{A}$ is an infinite sequence $\pi = c_0c_1c_2 \ldots$ such that (i) $c_i \in S$, $c_0 = I$, and (ii) for all $i \in \mathbb{N}$, $c_i \rightarrow c_{i+1}$. We
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Define \( \text{Path}(A) \) as the set of all infinite paths of \( A \); and \( \text{Path}^*(A) = \{ \pi' \sqsubseteq \pi \mid \pi \in \text{Path}(A) \} \) as the set of all finite paths in \( \text{Path}(A) \).

The trace \( T \) of a path \( \pi \) records the valuations along \( \pi \). Formally, \( T = \text{trace}(\pi) = V(c_0)V(c_1)V(c_2)\ldots \) Trace \( T \) is a lasso iff it ends in a loop, i.e., if \( T = T_0 \ldots T_i(T_{i+1} \ldots T_n)^\omega \), where \( (T_{i+1} \ldots T_n)^\omega \) denotes a loop. We write \( c \Downarrow T \) iff \( c \) is the start state of \( T \).

Let \( \text{Trace}(A) \) denote the set of all infinite traces of \( A \). We use \( T_{\geq i} \) to denote the suffix of \( T \) starting with \( T_i \), i.e., \( T_{\geq i} = T_i,T_{i+1},T_{i+2},\ldots \), and \( T_{< i} \) to denote the prefix of \( T \) up to the index \( i \), i.e., \( T_{< i} = T_0,T_1,\ldots,T_{i} \).

Two states \( c \) and \( c' \) are low-equivalent, denoted \( c \sim_L c' \), iff \( V(c)|_L = V(c')|_L \). Over a trace \( T \), we let \( T|_l \) and \( T|_L \) denote the projections of \( T \) on a low variable \( l \) and the set of low variables \( L \), respectively.

2.3 Probabilistic Kripke structures

Probabilistic Kripke structures (PKS) can be used to model semantics of probabilistic multi-threaded programs. PKSs are like standard Kripke structures, except that each transition \( c \rightarrow \mu \) leads to a probability distribution \( \mu \) over the next states, i.e., the probability to end up in state \( c' \) is \( \mu(c') \). Each state may enable several probabilistic transitions, modeling different execution orders to be determined by a scheduler. Our PKSs also label states with arbitrary-valued variables from a set \( \text{Var} \).

**Definition 2.2 (Probabilistic Kripke structure)** A PKS \( A \) is a tuple \( \langle S, I, \text{Var}, \text{Val}, V, \rightarrow \rangle \) consisting of (i) a set \( S \) of states, (ii) an initial state \( I \in S \), (iii) a finite set of variables \( \text{Var} \), (iv) a countable set of values \( \text{Val} \), (v) a labeling function \( V : S \rightarrow (\text{Var} \rightarrow \text{Val}) \), (vi) a transition relation \( \rightarrow \subseteq S \times \mathcal{D}(S) \). We assume that \( \rightarrow \) is non-blocking, i.e., \( \forall c \in S. \exists \mu \in \mathcal{D}(S). c \rightarrow \mu \).

A PKS is fully probabilistic if each state has at most one outgoing transition, i.e., if \( c \rightarrow \mu \) and \( c \rightarrow \mu' \), then \( \mu = \mu' \).

**Semantics of probabilistic programs.** A probabilistic program \( C \) over a variable set \( \text{Var} \) can be expressed as a PKS \( A \) in a standard way. Probabilities of transitions are assigned by the scheduler that is used to deploy the program. If a program terminates in a state \( c \), we include a special transition \( c \rightarrow 1_c \), ensuring that \( A \) is non-blocking.
Notice that we use the same notation $A$ for KSs and PKSs. However, it is clear from the context that if $C$ is non-deterministic, $C$ is modeled as a KS $A$; otherwise, $A$ is a PKS.

**Paths and traces.** A path $\pi$ in a PKS $A$ is an infinite sequence $\pi = c_0c_1c_2\ldots$ such that (i) $c_i \in S, c_0 = I$, and (ii) for all $i \in \mathbb{N}$, there exists a transition $c_i \rightarrow \mu$ with $\mu(c_{i+1}) > 0$. The definition of traces in PKSs is the same as for KSs.

## 2.4 Schedulers

A multi-threaded program executes threads from the set of non-terminated threads, i.e., the live threads. During the execution, a non-deterministic scheduling policy repeatedly decides which thread is picked to proceed next, while a probabilistic scheduling policy decides with which probability the thread is selected. A scheduler is a function that implements a scheduling policy [80]. To make our security property applicable for many schedulers, we give a general definition. We allow a scheduler to use the full history of computation to make decisions.

**Non-deterministic schedulers.** Given a path ending in some state $c$, a non-deterministic scheduler $\delta$, which determines a set of the possible successor states $Q$, is formally defined as follows,

**Definition 2.3 (Non-deterministic scheduler)** A non-deterministic scheduler $\delta$ for a KS $A = \langle S, I, Var, Val, V, \rightarrow \rangle$ is a function $\delta : \text{Path}^*(A) \rightarrow 2^S$, such that, for all finite paths $\pi \in \text{Path}^*(A)$, if $\delta(\pi) = Q \subseteq S$ then last($\pi$) can make a transition to each $c \in Q$.

**Probabilistic schedulers.** Given a path ending in some state $c$, a probabilistic scheduler chooses probabilistically which of the transitions enabled in $c$ to execute. Since each transition results in a distribution, a probabilistic scheduler returns a distribution of distributions$^1$.

**Definition 2.4 (Probabilistic scheduler)** A probabilistic scheduler $\delta$ for a PKS $A = \langle S, I, Var, Val, V, \rightarrow \rangle$ is a function $\delta : \text{Path}^*(A) \rightarrow \mathcal{D} (\mathcal{D}(S))$, such that, for all finite paths $\pi \in \text{Path}^*(A)$, $\delta(\pi)(\mu) > 0$ implies last($\pi$) $\rightarrow \mu$.

$^1$Thus, we assume a discrete probability distribution over the uncountable set $\mathcal{D}(S)$; only the countably many transitions occurring in $A$ can be scheduled with a positive probability.
The effect of a scheduler $\delta$ on $\mathcal{A}$ can be described by $\mathcal{A}_\delta$: the set of states of $\mathcal{A}_\delta$ is obtained by unrolling the paths in $\mathcal{A}$, i.e., $S_{\mathcal{A}_\delta} = \text{Path}^*(\mathcal{A})$, such that states of $\mathcal{A}_\delta$ contain a full history of execution. Besides, the unreachable states of $\mathcal{A}$ under the scheduler $\delta$ are removed by the transition relation $\rightarrow_\delta$. These terms are formally defined as follows.

**Definition 2.5** Given $\mathcal{A} = \langle S, I, \text{Var}, \text{Val}, V, \rightarrow \rangle$, and let $\delta$ be a scheduler for $\mathcal{A}$.

For the non-deterministic scenario, the Kripke structure associated to $\delta$ is $\mathcal{A}_\delta = \langle \text{Path}^*(\mathcal{A}), I, \text{Var}, \text{Val}, V_\delta, \rightarrow_\delta \rangle$, where $V_\delta : \text{Path}^*(\mathcal{A}) \times \text{Var} \rightarrow \text{Val}$ is given by $V_\delta(\pi) = V(\text{last}(\pi))$, and the transition relation is given by $\pi \rightarrow_\delta \pi c$ iff $c \in \delta(\pi)$, i.e., $\mathcal{A}_\delta$ can transition from a path $\pi$ to a path $\pi c$ if $\delta$ enables scheduling state $c$ after $\pi$.

For the probabilistic scenario, the probabilistic Kripke structure associated to $\delta$ is $\mathcal{A}_\delta = \langle \text{Path}^*(\mathcal{A}), I, \text{Var}, \text{Val}, V_\delta, \rightarrow_\delta \rangle$, where $V_\delta : \text{Path}^*(\mathcal{A}) \times \text{Var} \rightarrow \text{Val}$ is given by $V_\delta(\pi) = V(\text{last}(\pi))$, and the transition relation is given by $\pi \rightarrow_\delta \mu$ iff $\mu(\pi c) = \sum_{\nu \in \text{supp}(\delta(\pi))} \delta(\pi)(\nu) \cdot \nu(c)$ for all $\pi, c$.

In the probabilistic scenario, since all nondeterministic choices in $\mathcal{A}$ have been resolved by $\delta$, $\mathcal{A}_\delta$ is fully probabilistic, and can be considered as a Markov chain. The probability $P(\pi)$ given to a finite path $\pi = \pi_0 \pi_1 \ldots \pi_n$ is determined by $\delta(\pi_0)(\pi_1) \cdot \delta(\pi_0 \pi_1)(\pi_2) \cdots \delta(\pi_0 \pi_1 \ldots \pi_{n-1})(\pi_n)$. The probability of a finite trace $T$ is obtained by adding the probabilities of all paths associated with $T$.

## 2.5 Stuttering-free Kripke structures and stuttering equivalence

Stuttering steps and stuttering equivalence [73] are the basic ingredients of our confidentiality properties.

**Definition 2.6 (Stuttering-free KS)** A stuttering step is a transition $c \rightarrow c'$ that leaves the labels unchanged, i.e., $V(c') = V(c)$. A KS is called stuttering free, if $c \rightarrow c'$ and $V(c) = V(c')$ imply $c = c'$ and $c$ is a final state, i.e., stuttering steps are only allowed as self-loops in final states.

In probabilistic scenarios, a transition stutters if, with positive probability, at least one of the reached states has the same label. Similar to a stuttering-free KS, a stuttering-free PKS allows only stuttering transitions as self-loops in final states.
Definition 2.7 (Stuttering-free PKS) A stuttering step is a transition \( c \rightarrow \mu \) with \( V(c) = V(c') \) for some \( c' \in \text{supp}(\mu) \). A PKS is called stuttering-free if for all stuttering steps \( c \rightarrow \mu \), we have that \( \mu = 1_c \), and no other transition is enabled, i.e., if \( c \rightarrow \mu' \), this implies \( \mu = \mu' \).

The key ingredient in the various definitions of observational determinism is trace equivalence up to stuttering, or up to stuttering and prefixing. The formal definition of stuttering equivalence given below is based on [73, 48]. It uses the auxiliary notion of stuttering equivalence up to indexes \( i \) and \( j \).

Definition 2.8 (Stuttering equivalence) Traces \( T \) and \( T' \) are stuttering equivalent up to \( i \) and \( j \), written \( T \sim_{i,j} T' \), iff we can partition \( T_{\leq i} \) and \( T'_{\leq j} \) into \( n \) blocks such that elements in the \( p \)th block of \( T_{\leq i} \) are equal to each other and also equal to elements in the \( p \)th block of \( T'_{\leq j} \) (for all \( p \leq n \)). Corresponding blocks may have different lengths.

Formally, \( T \sim_{i,j} T' \) iff there are sequences \( 0 = k_0 < k_1 < k_2 < \ldots < k_n = i + 1 \) and \( 0 = g_0 < g_1 < g_2 < \ldots < g_n = j + 1 \) such that for each \( 0 \leq p < n \), and for any \( k_p \leq v < k_{p+1} \) and \( g_p \leq w < g_{p+1} \), \( T_v = T'_w \) holds.

\( T \) and \( T' \) are stuttering equivalent, denoted \( T \sim T' \), iff \( \forall i. \exists j. T \sim_{i,j} T' \wedge \forall j. \exists i. T \sim_{i,j} T' \)[96, 48]. For example, two sequences \( \text{aaabcccd}^\omega \) and \( \text{abbcddd}^\omega \) are equivalent up to stuttering and prefixing.

2.6 Probability space

A probability space \((\Omega, \mathcal{F}, P)\) is defined in a standard way [88], where \( \Omega \) is the sample space, \( \mathcal{F} \) is a set of events, and \( P \) is the unique measure on \( \mathcal{F} \) [86]. The sample space \( \Omega \) is a set of all possible outcomes of the probabilistic experiment. Events are defined as sets of outcomes, i.e., subsets of the sample space; thus, \( \mathcal{F} \) is a set of all events to which probabilities are assigned by the probability measure \( P \). Formally, a probability space is a tuple \((\Omega, \mathcal{F}, P)\), where
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1. \( \Omega \neq \emptyset \) is the sample space

2. \( \mathcal{F} \subseteq \mathcal{P}(\Omega) \) is the set of events, such that
   - \( \Omega \in \mathcal{F} \)
   - \( E \in \mathcal{F} \) implies \( \Omega \setminus E \in \mathcal{F} \)
   - \( E_i \in \mathcal{F} \) for \( i = 1, 2, \ldots \) implies \( \bigcup_{i=1}^{\infty} E_i \in \mathcal{F} \)

3. \( P : \mathcal{F} \to [0, 1] \) is the probability measure, such that
   - \( P(\Omega) = 1 \)
   - \( P(\bigcup_{i=1}^{\infty} E_i) = \sum_{i=1}^{\infty} P(E_i) \), if \( E_j \cap E_k = \emptyset \) for all \( j \neq k \).

A probability space can be used to describe the behavior of a probabilistic program. The main idea is that infinite paths are often assigned probability 0. For example, consider the program \texttt{while (true) do x := 0 || x := 1} under a uniform scheduler. For this example, the number of possible paths is infinite. Each path is also infinite, and has probability 0. However, the probability of a certain set of paths is nonzero. For instance, the probability of the set of paths that first execute \( x := 0 \) is \( \frac{1}{2} \). Therefore, instead of assigning probabilities to individual paths, the function \( P \) assigns probabilities to certain sets of paths, collected in the family \( \mathcal{F} \) of measurable sets.

Thus, given \( A_\delta \), we can associate a probability space \((\Omega, \mathcal{F}, P_\delta)\) over its sets of traces. Following the definition, we set \( \Omega = (\text{Var} \to \text{Val})^\omega \), \( \mathcal{F} \) contains all sets of traces, and \( P_\delta : \mathcal{F} \to [0, 1] \) is a probability measure — given by the scheduler \( \delta \) — on \( \mathcal{F} \), i.e., given a set \( X \in \mathcal{F} \), \( P_\delta(X) \) is the probability that a trace inside \( X \) occurs.
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3.1 Introduction

This part discusses how to obtain appropriate formalizations of secure information flow properties for multi-threaded programs. We start with the definition of noninterference, a classical approach to establish a qualitative information flow property for sequential programs. Noninterference claims that a program is secure if changing the initial values of private variables cannot vary its set of possible final publicly observable data [92, 83]. However, as shown in Chapter 1, the requirement of deterministic public data only at the final states is not sufficient to guarantee confidentiality for multi-threaded programs. During the execution of a multi-threaded program, threads interact with each other; and thus, the behavior of intermediate results should also be taken into account, as shown in Example 1.1.

Roscoe [75] was the first to state the importance of trace determinism to guarantee secure information flow of multi-threaded programs. Intuitively, the execution of a multi-threaded program contains no information flow from private data to public data when its publicly observable traces behave deterministically, i.e., independent of its private data. Many researchers have attempted to formalize this intuitive idea, and call this observational determinism, but none of these formalizations capture it precisely [96, 48, 87]. Formalizing an appropriate deterministic behavior for traces of multi-threaded programs is not
easy. Firstly, the outcomes of multi-threaded programs depend on the scheduling policy. Thus, we have to consider refinement attacks, i.e., attacks where the attacker uses an appropriate scheduler to refine the set of possible program traces. Secondly, we do not want the deterministic requirement to be too restrictive, such that many practical applications would be rejected. Thirdly, if we consider probabilistic scenarios, where the attacker has knowledge about the probability of scheduling events, we need to also take into account probabilistic attacks.

**Organization of the chapter.** Section 3.2 starts this chapter with a discussion about limitations of the existing formal definitions of observational determinism. Then, Section 3.3 presents our formalization that overcomes these shortcomings. Section 3.4 extends the context to probabilistic settings, discussing the existing confidentiality properties that cope with probabilistic attacks. Section 3.5 presents our probabilistic version of observational determinism. While these two formalizations are scheduler-specific, i.e., they only guarantee security under a particular scheduler, Section 3.6 gives a formalization that is scheduler-independent. Finally, Section 3.7 concludes this chapter.

**Origins of the chapter.** The definition of scheduler-specific observational determinism was first published in the proceedings of the 2011 International Conference on Formal Verification of Object-Oriented Software (FoVeOOS’11) (revised selected papers) [47] and also in a corresponding technical report (extended version) [46]. Later, this definition appeared in the Journal of Computer Security (JCS) (A special issue) [69]. The definition of scheduler-specific probabilistic observational determinism was introduced afterwards, in the proceedings of the 5th International Conference on Engineering Secure Software and Systems (ESSoS’13) [68], and also in a corresponding technical report [70].

**3.2 Observational determinism in the literature**

**3.2.1 Existing definitions of observational determinism**

The idea of observational determinism is based on the classical confidentiality property for sequential programs, called non-interference. Non-interference states that a program is secure iff the final states of the execution behave deterministically w.r.t. the private data, as formally stated below.
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Given a program $C$, and any two initial low-equivalent states $I$ and $I'$, i.e., $I \sim_L I'$, $C$ is secure, if $I \Downarrow T$ and $I' \Downarrow T'$, then $\text{last}(T) \sim_L \text{last}(T')$ [38].

Since for multi-threaded programs, we should also consider the leakage in intermediate states, observational determinism generalizes non-interference by requiring that the whole traces $T$ and $T'$ are deterministic w.r.t. private data.

To formalize the above determinism idea, the first formalization proposed by Zdancewic and Myers [96] states that a program is observationally deterministic iff starting in any two initial low-equivalent states, any two traces of each low variable are equivalent up to stuttering and prefixing. In 2006, Huisman, Worah and Sunesen [48] thought this formalization was weak, i.e., it accepts insecure programs. They strengthened it by requiring that any two traces of each low variable are stuttering equivalent [48]. In 2008, Terauchi argued that considering traces of each low variable individually was not strong enough to reject insecure programs; thus, he proposed another variant of observational determinism, requiring that all traces should be equivalent up to stuttering and prefixing w.r.t. all low variables. The main difference between this definition and the two previous ones is that instead of dealing with each low variable separately, this one considers traces of all low variables together. However, this formalization of deterministic behavior is also not precise. The next section discusses these definitions’ shortcomings in detail.

Notice that these approaches consider the program execution with all possible interleavings of threads, i.e., the authors implicitly assume to use a uniform scheduler to deploy multi-threaded programs. Thus, in the remainder of this thesis, we use the notation $\mathcal{A}$ to denote an execution of a multi-threaded program where all possible interleavings are considered. Otherwise, when a specific scheduler $\delta$ has been used to deploy the program, we use the notation $\mathcal{A}_\delta$.

Given a program $C$, and any two initial low-equivalent states $I$ and $I'$, let $\mathcal{A}$ and $\mathcal{A}'$ denote two Kripke structures that model the executions of $C$ from $I$ and $I'$, respectively. Formally, a program $C$ is observationally deterministic, according to

- Zdancewic and Myers [96]: iff any two traces of each low variable are stuttering and prefixing equivalent, i.e.,

$$\forall T \in \text{Trace}(\mathcal{A}), T' \in \text{Trace}(\mathcal{A}'), l \in L. \ T|_l \sim_p T'|_l.$$ 

- Huisman et al. [48]: iff any two traces of each low variable are stuttering equivalent, i.e.,

$$\forall T \in \text{Trace}(\mathcal{A}), T' \in \text{Trace}(\mathcal{A}'), l \in L. \ T|_l \sim T'|_l.$$
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- Terauchi [87]: iff any two traces are stuttering and prefixing equivalent w.r.t. all low variables, i.e.,

$$\forall T \in \text{Trace}(A), T' \in \text{Trace}(A'). T|_L \sim_p T'|_L.$$

These definitions all claim that they are scheduler-independent. Zdancewic and Myers, followed by Terauchi, allow prefixing. This has advantage that it removes the obligation to consider program termination. In particular, Terauchi’s definition is stronger than Zdancewic and Myers’ definition as it requires equivalence on traces of all low variables instead of on traces of each low variable. The definition of Huisman et al. is stronger than the definition of Zdancewic and Myers, as it only allows stuttering equivalence.

3.2.2 Shortcomings of these definitions

Unfortunately, all these definitions have shortcomings. Let us first briefly mention them, before illustrating them all by examples. Zdancewic and Myers argue that prefixing is a sufficiently strong requirement, as this only causes external termination leaks of one bit of information [96]. However, Huisman et al. show that the termination leaks might reveal more than just one bit of information [48]. To avoid the termination channel, Huisman et al. require stuttering equivalence between traces, instead of stuttering and prefixing equivalence as in [96]. Further, as observed by Terauchi, an attacker might derive secret information by observing the relative ordering of low-variable updates [87]. Thus, it is not sufficient to require that only each low variable individually behaves deterministically for a program to be secure. As a consequence, Terauchi requires that all traces should be stuttering and prefixing equivalent w.r.t. all low variables. However, because of allowing prefixing, Terauchi’s definition still accepts leaky programs. Moreover, the requirement that traces have to agree on updates to all low variables as a whole is overly restrictive, as illustrated later.

In addition, these definitions of observational determinism claim that they are scheduler-independent. However, we show that this claim is not correct. All these definitions accept programs that behave insecurely under some specific schedulers.

All these shortcomings are illustrated below by several examples. In all examples, we assume an observational model where an attacker can access the program code, observe the traces of public data, and is able to limit the set of possible program traces by using an appropriate scheduler.
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How allowing prefixing might reveal information

Consider the following program, from Huisman et al. [48].

Example 3.1 Suppose $S \in H$ and $O_1, O_2 \in L.$

$$
\begin{align*}
O_1 &:= 0; \quad O_2 := 0; \\
\text{while } (S > 0) &\text{ do } \{ O_1 := O_1 + 1; \quad S := S - 1 \}; \\
O_2 &:= 1
\end{align*}
$$

If we execute this program from several low-equivalent initial states for different values of $S$, we obtain the following traces. A trace is denoted by a sequence of low-value states, containing the values of low variables in order, i.e., $(O_1, O_2)$.

Case $S = 1$:
$$T_{|L} = [(0,0), (1,0), (1,1)]$$

Case $S = 2$:
$$T_{|L} = [(0,0), (1,0), (2,0), (2,1)]$$

Case $S = 3$:
$$T_{|L} = [(0,0), (1,0), (2,0), (3,0), (3,1)]$$

Case $S = 4$:
$$T_{|L} = [(0,0), (1,0), \ldots, (4,0), (4,1)]$$

... Since traces of each low variable are stuttering and prefixing equivalent, this program is observationally deterministic according to Zdancewic and Myers. However, this program is insecure, because the final value of $O_1$ reveals the initial value of $S$. This illustrates that allowing prefixing can reveal secret information via termination leaks.

Terauchi strengthens the definition of Zdancewic and Myers by requiring that the traces need to agree on the updates to low variables as a whole, instead of just to individual one. Therefore, Example 3.1 is rejected by Terauchi. However, Terauchi’s definition still accepts programs that leak partial information, because of allowing prefixing, as illustrated by the following example.

Example 3.2 Suppose $S$ is a Boolean, 0 or 1, and consider a uniform scheduler,

$$
\begin{align*}
O_1 &:= 0; \quad O_2 := 0; \\
\text{if } (O_1 = 1) &\text{ then } (O_2 := S) \text{ else skip} \parallel O_1 := 1
\end{align*}
$$

Case $S = 0$:
$$T_{|L} = \begin{cases} 
[ (0,0), (1,0) ] & \text{execute } C_1 \text{ first} \\
[ (0,0), (1,0), (1,0) ] & \text{execute } C_2 \text{ first} 
\end{cases}$$

Case $S = 1$:
$$T_{|L} = \begin{cases} 
[ (0,0), (1,0) ] & \text{execute } C_1 \text{ first} \\
[ (0,0), (1,0), (1,1) ] & \text{execute } C_2 \text{ first} 
\end{cases}$$
According to Zdancewic and Myers, and Terauchi, this program is observationally deterministic. However, when $S = 1$, we can terminate in a state where $O2 = 1$. Thus, if the value of $O2$ changes, an attacker can conclude surely that $S = 1$; thus partial information is still leaked because of prefixing.

Zdancewic and Myers, and Terauchi allow prefixing, since they consider that termination can only reveal one bit of information, and technically, prefixing simplifies the type systems that verify the property. However, we think that prefixing might cause serious leakage, as shown in Example 3.1, and therefore, only stuttering equivalence should be allowed.

How the relative ordering of updates might reveal information

Zdancewic and Myers (followed by Huisman et al.) consider traces of each low variable independently. Thus, this cannot avoid attacks based on the observation of the relative ordering of low-variable updates. Consider the following program, from Terauchi [87].

Example 3.3

\[
O1 := 0; O2 := 0; \\
\text{if } (S > 0) \text{ then } \{ O1 := 1; O2 := 1 \} \\
\text{else } \{ O2 := 1; O1 := 1 \}
\]

If we execute this program, we get traces of the following shapes.

Case $S > 0$: $T|_L = [(0, 0), (1, 0), (1, 1)]$

Case $S \leq 0$: $T|_L = [(0, 0), (0, 1), (1, 1)]$

Attackers can learn information about $S$ by observing whether $O1$ is updated before or after $O2$. This shows that it is not sufficient to require the deterministic behavior of each low variable for a program to be secure. Terauchi solves this by requiring the determinism of traces of all low variables, but this results in an overly restrictive definition of observational determinism, as illustrated next.

How too strong conditions might reject too many programs

The restrictiveness of Terauchi’s definition stems from the fact that no variation in the relative ordering of updates is allowed. This rejects many harmless programs, as follows.
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Example 3.4

\[
\begin{align*}
O_1 &:= 0; \quad O_2 := 0; \\
O_1 &:= 3 \parallel O_2 := 4 \\
C_1 \text{ is executed first: } & T_{|L} = [(0, 0), (3, 0), (3, 4)] \\
C_2 \text{ is executed first: } & T_{|L} = [(0, 0), (0, 4), (3, 4)]
\end{align*}
\]

This program is rejected by Terauchi, since not all traces are stuttering and prefixing equivalent w.r.t. all low variables.

How scheduling policies might be exploited by attackers

The authors of [96, 48, 87] do not consider the effect of schedulers on the execution of multi-threaded programs, i.e., all possible interleavings of threads are enabled. However, the security of a multi-threaded program depends strongly on the scheduler’s behavior, since it decides how the threads are deployed. In practice, the scheduler may vary from execution to execution. Under a specific scheduler, some traces cannot occur. Since we assume that an attacker knows the program’s source code, if he uses an appropriate scheduler, secret information might be revealed from the limited set of possible traces. This sort of attack is called refinement attack [78, 16], since the choice of scheduling policy refines the set of possible program traces.

The existing definitions of observational determinism claim that they are scheduler-independent. However, this claim is not correct, as illustrated by the following examples.

Example 3.5 Consider the following program,

\[
\begin{align*}
O &:= 0; \\
\{\{\text{if } (S > 0) \text{ then } \text{sleep}(n); \quad O := 1\} \parallel O := 0
\end{align*}
\]

where sleep(n) abbreviates n consecutive skip commands.

Under a uniform scheduler, the initial value of S cannot be derived. However, suppose we execute this program using a round-robin scheduling policy, i.e., the scheduler that picks a thread, and then proceeds to run that thread for m steps, before giving control to the next thread. If m < n, we obtain traces of the following shapes.

\[
\begin{align*}
\text{Case } S \leq 0 : & \quad T_{|L} = \left\{ \begin{array}{ll}
(0), (1), (0) & \text{execute } C_1 \text{ first} \\
(0), (0), (1) & \text{execute } C_2 \text{ first}
\end{array} \right. \\
\text{Case } S > 0 : & \quad T_{|L} = \left\{ \begin{array}{ll}
(0), \ldots, (0), (1) & \text{execute } C_1 \text{ first} \\
(0), \ldots, (0), (1) & \text{execute } C_2 \text{ first}
\end{array} \right.
\end{align*}
\]
Thus, only when $S \leq 0$, we can terminate in a state where $O = 0$. When $S > 0$, traces only terminate in a state where $O = 1$, since the round-robin scheduler does not let $C_1$ finish the `sleep` command before giving the turn to $C_2$. Thus, the final value of $O$ might reveal whether $S$ is positive or not. However, this program is accepted by the definitions of Zdancewic and Myers, and Terauchi; and thus, it shows that Zdancewic and Myers, and Terauchi’s definitions are not scheduler-independent.

In this example, there is an encoding of a timing leak into an implicit flow (by using an appropriate scheduler). Hence, this attack is also called internal observable timing attack [96, 80, 76]. During the execution of a multi-threaded program, without access to a clock, the attacker is still able to learn information about the private data from observing the internal timing of actions. This makes this attack highly dangerous. Often a timing leak does not manifest itself when a scheduler is completely uniform, but only when a more deterministic scheduling policy is used.

Huisman et al. reject the above example, because of prefixing. However, the following example shows that the definition of Huisman et al. is also not scheduler-independent.

**Example 3.6** Consider a program consisting of 3 threads as follows,

$$O1 := 0; O2 := 0;$$

$$\{\text{if } (S > 0) \text{ then } O1 := 1 \text{ else } O2 := 1\}$$

$$|| \{O1 := 1; O2 := 1\}$$

$$|| \{O2 := 1; O1 := 1\}$$

This program is secure under a uniform scheduler, and it is accepted by the definitions of Zdancewic and Myers, and Huisman et al. An attacker can not derive secret information by observing the values of low variables, since the changes of each low variable does not depend on the high variable $S$. In addition, secret information cannot be derived from the observation of relative ordering of updates also, since whether $O1$ or $O2$ is updated first does not depend on the value of $S$.

However, when an attacker chooses a scheduler which always executes the leftmost thread first, he gets only two different kinds of traces: when $S > 0$, $T|_{L} = [(0, 0), (1, 0), (1, 1), \ldots]$; otherwise, $T|_{L} = [0, 0), (0, 1), (1, 1), \ldots]$. 
According to this set of traces, this program is still accepted by the definitions of Zdancewic and Myers, and Huisman et al. but the secret information is revealed by observing whether \( O_1 \) is updated before \( O_2 \), i.e., when \( O_1 \) is updated before \( O_2 \), the attacker knows that \( S > 0 \).

To conclude, the examples above show that the existing definitions of observational determinism accept programs that reveal private data, since they allow equivalence up to prefixing, as in the definitions of Zdancewic and Myers, and Terauchi, or do not consider the relative ordering of updates, as in the definitions of Zdancewic and Myers, and Huisman et al. Besides, the definition of Terauchi is overly restrictive, rejecting many secure programs. In addition, all these definitions are not scheduler-independent. They accept programs behaving insecurely under a specific scheduling policy. This is our motivation to propose a new definition of observational determinism that is scheduler-specific. We would like that this definition on the one hand rejects any leaky program, but on the other hand, is less restrictive on harmless programs, in comparison to Terauchi’s definition. Besides, having a confidentiality property that is parametric over the scheduler allows us to quantify which scheduler (or classes of schedulers) can be used to securely execute a program.

### 3.3 Scheduler-specific observational determinism

A non-deterministic multi-threaded program is secure w.r.t. a particular scheduler iff no secret information can be derived from the observation of public-data traces, or from the observation of ordering of public data updates. This is captured formally by the definition of scheduler-specific observational determinism.

As shown in [96], to be secure, a multi-threaded program must enforce a deterministic order on the accesses to a single low variable, i.e., the sequence of operations performed at a low variable is deterministic. Therefore, SSOD’s first condition requires that any two traces of each low variable starting in any two initial low-equivalent states \( I_1 \) and \( I_2 \) are stuttering equivalent. This condition ensures that no secret information can be derived from public-data traces, since when each low variable individually evolves deterministically, the public values are independent of the private data. Notice that requiring only the existence of a single matching low-variable trace is not sufficient, as in the following example.

**Example 3.7** Consider the following program, where \( S \) is a Boolean,

\[
\begin{align*}
  \text{if} \ (S) \ & \text{then} \ \{O := 0; O := 1\} \ || \ O := 0 \\
  \text{else} \ & \{O := 0; O := 1\} \ || \ \{O := 0; O := 0\}
\end{align*}
\]
This program leaks information under a uniform scheduler, since when $S$ is 1, $O$ is more likely to contain 1 than 0 in final states. However, there always exists a matching trace for $O$. Therefore, we require instead that all traces of each low variable are deterministic. This deterministic property of traces also avoids cache attacks, i.e., attacks that exploit the timing behavior of threads via the cache to derive secret information [96].

Notice that the transition relation of the Kripke structure is non-blocking, i.e., there is a self-loop at each final state. Thus, the attacker cannot detect termination. However, the termination leaks, which might reveal more than one bit of information [10], are avoided by requiring stuttering equivalence between traces, instead of stuttering and prefixing equivalence as in [96, 87].

SSOD also requires that, given any two initial low-equivalent states $I$ and $I'$, for every trace starting in $I$, there exists a trace that is stuttering equivalent w.r.t. all low variables, starting in $I'$. This existential condition on traces, which depends strongly on the scheduler used to execute the program, makes SSOD scheduler-specific. This second condition of SSOD ensures that any difference in the relative ordering of updates is coincidental, thus, no information can be deduced from it.

Formally, SSOD is defined as follows,

**Definition 3.1 (SSOD)** Given a scheduler $\delta$, a program $C$ respects SSOD w.r.t. $L$ and $\delta$, iff for any two initial low-equivalent states $I$ and $I'$,

**SSOD-1** $\forall T \in \text{Trace}(A_\delta), T' \in \text{Trace}(A'_\delta), \exists l \in L. T\|_1 \sim T'\|_1$.

**SSOD-2** $\forall T \in \text{Trace}(A_\delta), \exists T' \in \text{Trace}(A'_\delta). T\|_L \sim T'\|_L$.

where $A_\delta$ and $A'_\delta$ denote two Kripke structures corresponding to $I$ and $I'$, respectively. Program $C$ is scheduler-specific observational deterministic w.r.t. a set of schedulers $\Delta$ if it is so w.r.t. any scheduler $\delta \in \Delta$.

In contrast to other formalizations of observational determinism, our SSOD explicitly considers the effect of the scheduler that is used to execute the program. Since traces model the runs of a program under a particular scheduler, when the scheduling policy changes, some traces cannot occur, and also, some new traces might appear; thus the new set of traces may not respect our requirements.

Notice that the question which classes of schedulers appropriately model real-life attacks is orthogonal to our results: our definition is parametric on the scheduler.
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Simplified SSOD. Notice that we can simplify SSOD by replacing SSOD-1 with SSOD-1A as follows. Intuitively, SSOD-1A requires that, given a Kripke structure $A_\delta$ that corresponds to any initial state, after projecting on any $l \in L$, all traces are stuttering equivalent,

$$\text{SSOD-1A } \forall l \in L. T, T' \in \text{Trace}(A_\delta) . T|_l \sim T'|_l .$$

SSOD-1A and SSOD-2 are equivalent to SSOD-1 and SSOD-2.

**Theorem 3.1** If a program is scheduler-specific observational deterministic w.r.t. $L$ and a scheduler $\delta$, then

$$\text{SSOD-1 & SSOD-2 } \Leftrightarrow \text{SSOD-1A & SSOD-2}. $$

**Proof:**

1. **SSOD-1 & SSOD-2 $\Rightarrow$ SSOD-1A**

   Given any two traces $T_1, T_2 \in \text{Trace}(A_\delta)$, and any $T' \in \text{Trace}(A'_\delta)$. According to SSOD-1, $\forall l \in L, T_1|_l \sim T'|_l \land T_2|_l \sim T'|_l$. Therefore, we can conclude that $\forall l \in L. T_1|_l \sim T_2|_l$.

2. **SSOD-1A & SSOD-2 $\Rightarrow$ SSOD-1**

   Given any traces $T \in \text{Trace}(A_\delta), T' \in \text{Trace}(A'_\delta)$. According to SSOD-2, there exists a trace $T'' \in \text{Trace}(A'_\delta)$ such that $T|_L \sim T''|_L$. If $T'|_L \sim T''|_L$, then $\forall l \in L. T|_l \sim T''|_l$. According to SSOD-1A, $\forall l \in L, T'|_l \sim T''|_l$, then $\forall l \in L. T|_l \sim T'|_l$.

\[\square\]

3.3.1 Properties of SSOD

To summarize, we explicitly list different properties of SSOD.

**Property 1 (Deterministic public behavior.)** If a program is accepted by SSOD, no secret information can be derived from the observable data traces. SSOD-1 requires that the low variables individually evolve deterministically, and thus, private data cannot affect their values. Besides, by not allowing prefixing on traces, SSOD also prevents the execution from leaking information via non-deterministic behavior of public data in final states, i.e., the termination channel.
Property 2 (Deterministic relative ordering of updates) If a program is accepted by SSOD, the relative ordering of updates is independent from private data. This is ensured by SSOD-2: there always exists a matching trace w.r.t. all low variables (for any possible low-equivalent initial state).

Property 3 (Less restrictive on harmless programs) Compared with Terauchi’s definition, SSOD is more permissive. SSOD differs from Terauchi’s definition in one important aspect: the existential condition on traces. SSOD-2 releases the requirement that all traces have to agree on the relative ordering of low-variable updates.

Example 3.4 and 3.6, which are secure, are accepted by our definition instantiated with a uniform scheduler, but rejected by Terauchi’s definition. However, SSOD is strong enough to reject Example 3.3, where the relative ordering of updates reveals information about $S$.

SSOD-2 is scheduler-specific. For example, the insecure Examples 3.1, 3.2, 3.3, and 3.5 are rejected by SSOD with the given scheduler. The program in Example 3.6 is secure under a uniform scheduler, and it is accepted by our definition instantiated accordingly. However, it is insecure under more deterministic schedulers that have a smaller set of possible traces. For example, if it is executed under a scheduler that always chooses the leftmost thread first, it is rejected by SSOD.

3.3.2 Limitations of SSOD

Even though the properties above illustrate that SSOD captures observational determinism well, there are still some limitations. In particular, SSOD cannot avoid external timing attacks, and it cannot distinguish between a nondeterministic evolution of a low variable that depends on secret data and the one that does not. Notice that these limitations also apply to other definitions of observational determinism. Besides, since we do not take into account the probabilistic behavior of programs and schedulers for SSOD, thus, probabilistic attacks are not relevant to this property.

External observable timing attacks. All definitions of observational determinism, including ours, do not consider externally observable timing attacks. External timing observations are those made by an observer who can time the execution with mechanisms external to the computing system. This makes the capacity of attackers too powerful to prevent an attack. Consider the following program and its execution traces.
Example 3.8

\[
O := 0; \\
\text{if} (S > 0) \text{ then } O := 7 \\
\text{else } \{ \text{sleep}(100); O := 7 \}
\]

Case \(S > 0\): \(T_{\|O} = [(0), (7)]\)
Case \(S \leq 0\): \(T_{\|O} = [(0), (0), \ldots, (0), (7)]\)

This program is accepted by all definitions of observational determinism. However, if the program-execution time is considered low-observable, an attacker with a stop watch can learn information about \(S\), by simply measuring the execution time.

In order to handle these attacks, the security property must be very restrictive, ensuring also that the execution time is independent of private data. A definition requiring \textit{equivalence} instead of \textit{stuttering equivalence} might handle this formally, but would impose severe restrictions on how the program is actually executed on the hardware. Therefore, we do not consider this further here.

\textbf{Rejecting all non-deterministic programs.} A consequence of SSOD-1 (and all other formalizations of observational determinism) is that programs that do not contain private data, but whose behavior are non-deterministic are also rejected. For example, the harmless program \(O := 0 \parallel O := 1\) is rejected. A reason to reject this program comes from the observation that it is \textit{impossible to distinguish} between the low traces of \(O := 0 \parallel O := 1\), and the low traces of

\[
\text{if} (S > 0) \text{ then } \{O := 0; O := 1\} \text{ else } \{O := 1; O := 0\},
\]

which leaks secret information. Therefore, observational determinism rejects any program that is non-deterministic in its low behavior, even when it does not contain any private data. However, as shown by the literature \cite{96}, this deterministic property of low variables is necessary to avoid cache attacks.

Notice that the program \(O1 := 3 \parallel O2 := 4\) in Example 3.4 is considered secure, since it writes to two different locations.

\textbf{Probabilistic attacks.} SSOD is a \textit{possibilistic} secure information-flow property: it only considers the non-determinism that is possible in an execution, but it does not consider the probability that an execution will happen. When the scheduler’s behavior is \textit{probabilistic}, some threads might be executed more often
than others, which opens up the possibility of a probabilistic attack, as in the following example.

**Example 3.9**

\[
\begin{align*}
O_1 & := 0; \ O_2 := 0; \\
\text{if } (S > 0) & \text{ then } \{ O_1 := 1 \ | \ O_2 := 1 \} \ \text{ else } \{ O_1 := 1 \ | \ O_2 := 1 \}
\end{align*}
\]

Consider a scheduler that, when \( S > 0 \), picks thread \( O_1 := 1 \) first with probability \( \frac{3}{4} \); otherwise, it chooses threads with equal probabilities. With this scheduler, we can learn information about \( S \) from the probabilities of public-data traces. However, the program is still accepted by SSOD w.r.t. this scheduler, since SSOD only considers the existence of traces, not their probabilities.

To extend our proposal of the confidentiality property to a larger context, we consider also programs that have probabilistic behaviors. For such programs, to prevent information leakage under probabilistic attacks, several notions of probabilistic noninterference have been proposed \[93, 80, 82\]. The following sections discuss these properties, together with their limitations, and then introduce a probabilistic version of observational determinism.

### 3.4 Probabilistic noninterference in the literature

The first to come up with a notion of probabilistic noninterference are Volpano and Smith \[93\]. Their definition is based on a lock-step execution of probability distributions on states. Given any two distributions \( \mu_1, \mu_2 \in D(S) \), these distributions are indistinguishable from the low observer’s point of view, denoted \( \mu_1 \cong \mu_2 \), if after projecting out high variables, they are the same w.r.t. commands and low variables. Let \( M \) denote the stochastic transition matrix where the element \( m_{ij} \) of \( M \) is the probability of a transition from state \( i \) to state \( j \). Given a distribution \( \mu \), every following distribution \( \mu' \) is computed as \( \mu' = \mu \cdot M \). A program \( C \) is **probabilistically secure** according to Volpano and Smith, if for any two initial distributions \( \mu_1 \cong \mu_2 \), we have that \( \mu_1 \cdot M \cong \mu_2 \cdot M \). Thus, intuitively, given any two initial low-equivalent states, the traces of the program execution starting in these two initial states, after projecting out high variables, are exactly the same.

As shown by Sabelfeld and Sands, this definition is too restrictive, because of the requirement that commands should be **syntactically equal** \[80\]. For example,
any two distributions with *syntactically different commands* will be rejected even if they are indistinguishable w.r.t. low variables and probabilities. Consider the following example (from [80], or any program with conditionals and no low variable).

**Example 3.10**

```
if (S > 0) then S := S + 1 else S := S - 1
```

Intuitively, the low behavior of this program is the same w.r.t. any initial value of $S$, since this program does not modify $O$. However, consider two states where $(S = 3, O = 0)$, and $(S = -3, O = 0)$. Let $\mu_1$ and $\mu_2$ denote two distributions as follows,

$$
\begin{align*}
\mu_1 &= \{(\text{if } (S > 0) \text{ then } S := S + 1 \text{ else } S := S - 1, (3, 0)) \mapsto 1\} \\
\mu_2 &= \{(\text{if } (S > 0) \text{ then } S := S + 1 \text{ else } S := S - 1, (-3, 0)) \mapsto 1\}.
\end{align*}
$$

(it says that the probability of being in state $(\text{if } (S > 0) \text{ then } S := S + 1 \text{ else } S := S - 1, (3, 0))$ is 1) and

$$
\begin{align*}
\mu_1 \cdot M &= \{(S := S - 1, (3, 0)) \mapsto 1\} \\
\mu_2 \cdot M &= \{(S := S - 1, (-3, 0)) \mapsto 1\}.
\end{align*}
$$

Here, we have $\mu_1 \cong \mu_2$. Now, $\mu_1 \cdot M = \{(S := S + 1, (3, 0)) \mapsto 1\}$ and $\mu_2 \cdot M = \{(S := S - 1, (-3, 0)) \mapsto 1\}$. After projecting out the high variable, different sets of commands imply that $\mu_1 \cdot M \not\cong \mu_2 \cdot M$. Thus, the definition of Volpano and Smith rejects this secure program.

Therefore, Sabelfeld and Sands propose another definition of probabilistic noninterference. This definition is based on a *probabilistic low-bisimulation* that reflects the equivalence on the program’s probabilistic behavior visible for attackers [80]. This definition also takes into account the role of schedulers on confidentiality, i.e., it is scheduler-specific. This criterion requires that given any two initial low-equivalent states, for any trace that starts in an initial state, *there exists* a trace that starts in the other initial state, and passes through the same equivalence classes of states *at the same time*, with *the same probability*.

Aiming to be a probabilistic- and timing-sensitive security property, this definition is very restrictive w.r.t. timing, i.e., it cannot accommodate threads whose running time depends on high variables, as a harmless program of the following shape:

```
O1 := 0; O2 := 0;
if (S1 > 0) then {O1 := 3; O1 := 3; O2 := 4} else {O1 := 3; O2 := 4}
```
Besides, probabilistic noninterference by Sabelfeld and Sands also puts restrictions on unreachable states, e.g.,

\[ O := 1; \text{if } (O = 0) \text{ then } O := S \text{ else skip} \]

is secure but rejected. This definition defines two program commands to be probabilistically low-bisimilar iff given any two low-equivalent states — including unreachable states, these two commands are indistinguishable in probabilistic low-behavior. Thus, probabilistic noninterference rejects the above program, since it considers also the case when the conditional statement is executed from an unreachable state, e.g., where \( O \) equals 0, see [19].

To overcome the limitations of the probabilistic low-bisimulation, Smith proposed to use a weak probabilistic bisimulation [82]. Weak probabilistic bisimulation allows two traces to be equivalent if they reach the same outcome, but one runs slower than the other. This definition does not consider unreachable states, and is more tolerant w.r.t. timing.

However, weak probabilistic bisimulation still demands that any two bisimilar states have to reach states in the same equivalence classes with the same probability. This probabilistic condition is restrictive, since even when the probabilities of the two matching traces are the same, i.e., trace occurrences do not depend on high variables, weak probabilistic bisimulation still rejects the program. This is illustrated via the following situation.

Suppose we have an observationally deterministic program whose executions from the initial state \( a \) are given below. This program is rejected by (weak) probabilistic bisimulation, since basically, these Kripke structures are not probabilistic bisimilar. However, no secret information can be derived from probabilistic attacks, since the probabilities of trace occurrences are identical.

In addition, all bisimulation-based definitions mentioned above do not require the determinism of each low variable. As mentioned before, we insist that a multi-threaded program must enforce a deterministic order on the access to every low variable.
In comparison between two bisimulation-based formalizations, Sabelfeld and Sands’ definition is more restrictive. However, it can be used to construct a confidentiality property that is closed under both sequential and parallel composition, while Smith’s weak bisimulation (and also our formalization presented below) do not have this property.

Summarizing, all these existing definitions of probabilistic confidentiality are not satisfactory for probabilistic multi-threaded programs. Therefore, we coin the notion of scheduler-specific probabilistic-observational determinism. It ensures that accepted programs do not leak secret information, while being significantly less restrictive on secure programs, e.g., w.r.t. timing behavior.

3.5 Scheduler specific probabilistic observational determinism

A probabilistic program is secure w.r.t. a particular scheduler iff no secret information can be derived from the observation of public-data traces, from the ordering of public-data updates, and also from the probabilities of traces. This is captured formally by the definition of scheduler-specific probabilistic-observational determinism (SSPOD).

As discussed before, to be secure, a multi-threaded program must enforce a deterministic order on the accesses to a single low variable. Consider a trace that stutters forever in a non-final stuttering loop. Since a non-final loop must contain at least one state having a transition that goes out of the loop, this loop contains a transition with a probability less than 1. Thus, the probability of a trace to end up in a non-final stuttering loop is 0. Therefore, SSPOD-1 requires that for any initial state, traces of each low variable that do not end in a non-final stuttering loop are stuttering equivalent with probability 1. Basically, SSPOD-1 requires the determinism of each low variable in the probabilistic context.

SSPOD also requires that, given any two initial low-equivalent states $I$ and $I'$, for every trace starting in $I$, there exists a trace that is stuttering equivalent w.r.t. all low variables, starting in $I'$, and the probabilities of these two matching traces are the same. As mentioned before, this existential condition ensures that any difference in the relative ordering of updates is coincidental. In addition, SSPOD also guarantees that no private information can be derived from the probabilistic distribution of traces, since indistinguishable traces occur with the same probabilities.

Let $(\Omega, \mathcal{F}, P_\delta)$ denote the probability space of a PKS $A_\delta$ with an initial state
If $X$ is a set of traces that end in a non-final stuttering loop, and are closed under stuttering equivalence, $P_\delta[X]$ equals 0. SSPOD is formally defined as follows.

**Definition 3.2 (SSPOD)** Given a scheduler $\delta$, a program $C$ respects SSPOD w.r.t. $L$ and $\delta$, iff for any initial state $I$,

SSPOD-1 For any $l \in L$, let $X \in \mathcal{F}$ be any set of traces closed under stuttering equivalence w.r.t. $l$, we have $P_\delta[X] = 1$ or $P_\delta[X] = 0$.

SSPOD-2 For any initial state $I'$ that is low-equivalent with $I$, for all sets of traces $X \in \mathcal{F}$ that are closed under stuttering equivalence w.r.t. $L$, we have $P_\delta[X] = P'_\delta[X]$, where $(\Omega, \mathcal{F}, P'_\delta)$ denote the probability space of $A_\delta$ with initial state $I'$.

Program $C$ is scheduler-specific probabilistic-observational deterministic w.r.t. a set of schedulers $\Delta$ if it is so w.r.t. any scheduler $\delta \in \Delta$.

In addition to the properties of SSOD, SSPOD has another property,

**Property 4 (Deterministic probabilistic public behavior.)** If a program is accepted by SSPOD, the probabilistic behavior of its public-data traces is independent of the private data.

For example, Example 3.9, with the given scheduler, is rejected by SSPOD, since it reveals secret information under a probabilistic attack.

Besides, SSPOD is less restrictive than the definition of Sabelfeld and Sands [80], since it does not require the probability equality involved in each execution step. SSPOD is also less restrictive w.r.t timing, e.g., SSPOD accepts

\[
O_1 := 0; \quad O_2 := 0; \\
\text{if } (S1 > 0) \text{ then } \{ O1 := 3; \quad O1 := 3; \quad O2 := 4 \} \text{ else } \{ O1 := 3; \quad O2 := 4 \}
\]

SSPOD also does not put restrictions on unreachable states, i.e., it accepts

\[
O := 1; \quad \text{if } (O = 0) \text{ then } O := S \text{ else skip},
\]

that is rejected by probabilistic noninterference.

Notice that, in fact, SSPOD-1 is weaker than SSOD-1. SSPOD-1 only requires stuttering equivalence on the traces that do not end in a non-final stuttering loop, while in SSOD, the property must hold on all possible traces.
3.6 Scheduler-independent observational determinism

The next question is whether there exists a scheduler and a security specification such that if a program is accepted by this security condition, it is secure under any scheduling policy. This motivates our formalization of scheduler-independent observational determinism.

The execution of a program under a uniform scheduler contains all possible interleavings of threads. Thus, given any scheduling policy $\delta$, the set of possible program traces under $\delta$ is a subset of the set of program traces under a uniform scheduler. Thus, if each trace produced from one initial states under a uniform scheduler matches with every trace produced from the other initial low-equivalent state w.r.t. all low variables, then with any other scheduler, the traces of the execution satisfy both SSOD or SSPOD. For example, the program $O := 3 || S := 5 \mid \text{skip}$ is secure w.r.t. any scheduling policy.

Therefore, the formal definition of scheduler-independent observational determinism can be stated as follows,

**Definition 3.3 (Scheduler-independent observational determinism)** A program $C$ is scheduler-independent observationally deterministic w.r.t. $L$ iff for any two initial low-equivalent states $I$ and $I'$, the following condition is satisfied.

$$\forall T \in \text{Trace}(A), T' \in \text{Trace}(A'). T|_L \sim T'|_L.$$ 

Remember that $A$ denotes a program execution where all possible interleavings are considered.

The following theorem states that if a program is accepted by Definition 3.3, it is also $\delta$-specific observationally deterministic under any other scheduler $\delta$.

**Theorem 3.2** Given a uniform scheduler, for any two initial low-equivalent states $I$ and $I'$, if all possible traces starting in $I$ and $I'$ are stuttering equivalent w.r.t. all low variables, this program is secure w.r.t. any scheduling policy.

**Proof:** Any scheduling policy is a refinement of a uniform scheduling policy. Consider any scheduler $\delta$. If a program satisfies Definition 3.3, any two traces are stuttering equivalent w.r.t. all low variables. Thus, SSOD-2 and SSPOD-2 follow directly. Besides, any traces are also stuttering equivalent w.r.t. each low variable. Thus, SSOD-1A and SSPOD-1 are also respected. Therefore, the program is $\delta$-specific observationally deterministic. \qed
3.7 Conclusions

This chapter introduced the notions of scheduler-specific observational determinism via two formalizations, i.e., SSOD formalizes the confidentiality property for multi-threaded programs, while SSPOD is the formalization for probabilistic multi-threaded programs. These properties take into account the effect of schedulers on execution traces. Thus, given a scheduling policy $\delta$, if a program is accepted by SSOD, or SSPOD if the program is probabilistic, instantiated for this scheduler, the program execution under the scheduler $\delta$ does not leak secret information. SSOD and SSPOD capture the intuition of the confidentiality properties for multi-threaded programs better than other formalizations of observational determinism in the literature.

This chapter also presented a scheduler-independent confidentiality property. If a program is accepted by this security requirement, it is robust w.r.t. refinement attacks, i.e., the program execution does not leak secret information under any scheduling policy.

After having presented these improved definitions of observational determinism, the next chapters discuss how these properties can be verified automatically.
Part II

Qualitative Verification and Attack Synthesis
Chapter 4

Logic-based Verification

4.1 Introduction

While various, subtly different approaches to formalize the confidentiality property for multi-threaded programs have been proposed, efficient verification techniques for these properties are still lacking. Classical approaches to verify information flow properties are typically based on type systems: if a program can be typed, it ensures secure information flow. Except Huisman et al, to check confidentiality properties for multi-threaded programs, Zdancewic and Myers, Sabelfeld et al., Terauchi, Smith [96, 80, 87, 82] use type systems. Type systems are efficient, i.e., they are often polynomial in the size of the program [87]. However, type-based approaches are imprecise, and insensitive to control flow. Type-based approaches are not suitable to verify our information flow properties for multi-threaded programs, for several reasons:

• Firstly, type systems for multi-threaded programs often aim to prevent information leakage from the thread timing behavior of a program, e.g., secret information should not be derivable from the observation of the internal timing of actions [96]. To achieve this goal, type systems are often very restrictive. This restrictiveness makes programming in practice very difficult; many intuitively secure programs are rejected by many type-based approaches, i.e., $S := O; O := S$.

• Secondly, it is difficult to enforce stuttering equivalence via type-based approaches without being overly restrictive [87]. Stuttering equivalence
makes the problem of verification more difficult, since we have to check whether the state changes on traces match each other, forever.

- Thirdly, type systems are not very flexible, i.e., they need to be redefined and proven sound for each modification to the information security policy [15].

- Finally, type systems are often used to verify universal properties — properties that hold on all execution traces — or bisimulation-based properties. They are not suitable to verify existential properties as the ones in our formalizations of observational determinism.

Therefore, recent work on adopting techniques from model checking [16, 34, 48] is emerging as an alternative approach to gain better precision. This thesis develops different methods to verify our information flow properties by combining newly developed and existing model-checking algorithms. This chapter introduces a logic-based verification method which implements the idea of self-composition, while the next chapter develops algorithmic verification techniques.

Self-composition is a technique to transform the verification of information flow properties into a standard safety verification problem [15, 34]. The basic idea is that we compose a program $C$ with a copy, denoted $C'$, i.e., we execute $C$ and $C'$ in parallel, and consider $C \parallel C'$ as a single program (called a self-composed program). Program $C'$ is a copy of $C$, but all variables are renamed to make them distinguishable from the variables in $C$ [15, 34]. In this composed model, the two programs $C$ and $C'$ are still distinguished; and therefore, we can express the information flow property as a property over the execution traces of the self-composed program $C \parallel C'$.

**Organization of the chapter.** Concretely, this chapter shows that the definition of scheduler-specific observational determinism (SSOD) can be characterized by a temporal-logic formula. The essence of observational determinism is stuttering equivalence on execution traces. Thus, firstly, Section 4.2 investigates the characteristics of stuttering equivalence, and discusses which extra information is needed to characterize it in temporal logic. Based on the idea of self-composition and the extra information, Section 4.3 defines a program model, and then gives a temporal-logic formula that characterizes stuttering equivalence. SSOD is then expressed in terms of this logic characterization. This results in a conjunction of an LTL and a CTL formula. Both formulas are evaluated over a Kripke structure associated to the self-composed program. This section also shows that the validity of these formulas is equivalent to SSOD.
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Thus, the characterization as a model-checking problem is sound and complete. Finally, Section 4.4 concludes the chapter. Notice that Section 5.7 will discuss related work in both logic-based and algorithmic verification approaches.

Origins of the chapter. This logic-based verification method was published in the proceedings of the 2011 International Conference on Formal Verification of Object-Oriented Software (FoVeOOS’11) (revised selected papers) [47], and also in a corresponding technical report (extended version) [46].

4.2 Characterization of stuttering equivalence and program model

First, we look at the characteristics of stuttering equivalence. Let symbols \( a, b, c \), etc. represent states in traces. Given \( T \sim T' \) as follows,

\[
\begin{align*}
\text{index:} & \quad 0 & 1 & 2 & 3 & 4 & 5 & \ldots \\
T = & \quad a & b & c & d & d & d & \ldots \\
\text{number of state changes in } T: & \quad 0 & 1 & 2 & 3 & 3 & \ldots \\
T' = & \quad a & a & b & b & c & d & \ldots \\
\text{number of state changes in } T': & \quad 0 & 0 & 1 & 1 & 2 & 3 & \ldots
\end{align*}
\]

The top row indicates indexes of states. The row below each trace indicates the numbers of state changes, counted from the first state, that happened in a trace. Based on this example, we make some general observations about stuttering equivalence:

- Consider a state change that occurs first in trace \( T \), e.g., at index \( i \). The first property is that this state change will also occur later in trace \( T' \), at some index \( j \geq i \). For example, the state change from \( b \) to \( c \) occurs first in \( T \) at \( T_2 \), while in \( T' \), this change occurs at \( T'_{4} \).

- The second property is that for any index \( r \) between such a first and second occurrence of a state change, i.e., \( i \leq r < j \), the total number of state changes at state \( T'_r \) is strictly smaller than the total number of state changes at \( T_r \). For example, for any \( r \) such that \( 2 \leq r < 4 \), the number of state changes at \( T'_r \) is smaller than the number of state changes at \( T_r \), e.g., at \( T'_3 \), the total number of state changes is \( 1 \) (\( a \rightarrow b \)) while at \( T_3 \), the total number of state changes is \( 3 \) (\( a \rightarrow b \), \( b \rightarrow c \), and \( c \rightarrow d \)). And similarly for \( r = 2 \).
• Similarly for any change that occurs first in trace $T'$.

These properties characterize exactly stuttering equivalence, and form the basis for our temporal-logic characterization later.

4.2.1 State properties

To characterize stuttering equivalence between two traces in temporal logic, we construct a program model based on the idea of self-composition. We compose a program $C$ with its copy $C'$ in parallel, and consider $C | C'$ as a single program. Via this model, we are able to express stuttering equivalent property as a temporal-logic formula over a composed trace of the self-composed program. As a convention, we use $T^1$ and $T^2$ to denote the two component traces. Thus, the $i^{th}$ state of the composed trace contains both $T^1_i$ and $T^2_i$. The essence of stuttering equivalence is that any state change occurring in one trace also occurs in the other trace. Therefore, we extend the state with extra information that allows us to determine for a particular state: (1) whether the current state is different from the previous one, (2) whether a change occurs first or second, and (3) how many state changes have already happened.

State changes

To determine whether a state change occurs, we need to know the previous state. Therefore, we define a memorizing transition relation, remembering the previous state of each transition.

**Definition 4.1 (Memorizing transition relation)** Let $\rightarrow \subseteq (S \times S)$ be a transition relation. The memorizing transition relation $\rightarrow_m \subseteq (S \times S) \times (S \times S)$ is defined as: $(c, c') \rightarrow_m (d, d') \iff c \rightarrow d \land d' = c$.

Thus, $(c, c')$ makes a memorizing transition to $(d, d')$ if (1) $c$ makes a transition to $d$ in the original system, and (2) $d'$ remembers the old state $c$. We use accessor functions current and old to access components of a memorized state, such that $\text{current}(c, c') = c \land \text{old}(c, c') = c'$. A state change can be observed by comparing the old and current components of a single state.

The order of state changes

To determine whether a state change occurs for the first time in trace or has already occurred in the other trace, we use a queue of states, denoted $Q$. Its
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contents represents the difference between the two traces. We have the following operations and queries on a queue: add, adds an element to the end of the queue, remove, removes the first element of the queue, and first, returns the first element of the queue. In addition, we use an extra state component lead, which indicates which component trace added the last state in \( Q \), i.e., \( lead = m \) \((m = 1, 2)\), if the last element in \( Q \) was added from \( T^m \). Initially, the queue is empty (denoted \( \varepsilon \)), and \( lead \) is 0.

The rules to add/remove a state to/from the queue are the following. Whenever a state change occurs for the first time in \( T^m \), the current state is added to the queue and \( lead \) becomes \( m \). When this change occurs later in the other trace, the element will be removed from the queue. When a state change in one trace does not match with the change in the other trace, both \( Q \) and \( lead \) become undefined, denoted \( \perp \), indicating a blocked queue. If \( q = \perp \) (and \( lead = \perp \)), two component traces are not stuttering equivalent, and thus, we do not need to check the remainders of the traces. Therefore, when \( Q \) and \( lead \) are \( \perp \), operations add and remove are not defined.

Formally, these rules for adding and removing are defined as follows. Initially, \( Q \) is \( \varepsilon \) and \( lead \) is 0. Whenever \( Q \neq \perp \) and \( T_i^m \neq T_{i-1}^m \) \((m = 1, 2)\),

- if \( lead = 3 - m \) and \( T_i^m = \text{first}(Q) \), then remove(\( Q \)). If \( Q = \varepsilon \), set \( lead = 0 \).
- if \( lead = m \) or \( lead = 0 \), then add(\( Q, T_i^m \)), and set \( lead = m \).
- otherwise, set \( Q = \perp \) and \( lead = \perp \).

Example 4.1 Consider two traces \( T^1 \) and \( T^2 \) with the same initial states, as follows.

\[
\begin{array}{cccccccc}
T^1 = & a & a & b & c & d & d & \ldots \\
T^2 = & a & b & b & c & c & e & \ldots \\
Q = & \varepsilon & b & \varepsilon & \varepsilon & d & \perp & \perp \\
index = & 0 & 2 & 0 & 0 & 1 & \perp & \perp \\
\end{array}
\]

Initially, \( Q = \varepsilon \) and \( lead = 0 \). A state change from \( a \) to \( b \) occurs first in \( T^2 \), at \( T_1^2 \). Thus, the current component \( b \) is added to \( Q \). Thus, \( Q \) would be \( b \) and \( lead \) becomes 2. In \( T^1 \), the same state change occurs at \( T_2^1 \). Since \( lead \) is 2, it indicates that this is not a first-occurring change. Since \( T_2^1 = \text{first}(Q) \) — the same change has occurred in the other component trace — the element \( b \) in \( Q \) is removed. Thus, \( Q \) becomes \( \varepsilon \) and \( lead \) becomes 0.
At $T^1_3$ and $T^2_3$, state changes occur simultaneously in both $T^1$ and $T^2$. Assume that we consider the change in $T^1$ first. Because the current index is 0, we add $c$ to $Q$. Now, $Q$ becomes $c$, and lead becomes 1. Then we consider the change in $T^2$. Since lead $\neq 2$ and $T^2_3 = \text{first}(q) = c$, we remove $c$ from $Q$. The updated $Q$ is $\varepsilon$ and lead is 0. If we had considered the change in $T^2$ first, we would have obtained the same result.

If the state changes in $T^1$ and $T^2$ do not match, as is the case for $T^1_4$ and $T^2_5$, both $q$ and leading become $\perp$.

The number of state changes

To determine the number of state changes that have happened, we extend states with counters $nr.ch^1$ and $nr.ch^2$. Initially, both $nr.ch^1$ and $nr.ch^2$ are 0, and whenever a state change occurs, i.e., $T^m_i \neq T^{m-1}_i$ ($m = 1, 2$), $nr.ch^m$ is increased by one. Thus, the number of state changes at $T^1_i$ and $T^2_i$ can be determined via the values of $nr.ch^1$ and $nr.ch^2$, respectively.

4.2.2 Program model

Based on the Kripke structure, we define a program model over which a temporal logic formula should hold. Given a program $C$ and the valuations $s$ and $s'$ of two initial low-equivalent states, i.e., $s = V(I)$ and $s' = V(I')$, we take the parallel composition of $C$ and its copy $C'$. In this model, the valuation of $C \mid C'$ can be considered as the product of the two separate valuations $s$ and $s'$, ensuring that variables from the two program copies are disjoint, and thus variable updates are done locally, i.e., not affecting the memory of the other program copy. We define elements of the program model as follows.

**Composed states.** A state of a composed trace is of the form $\langle (C_1 \mid C_2, (s_1, s_2)), (C_3 \mid C_4, (s_3, s_4)), \chi \rangle$, where $\langle (C_3 \mid C_4, (s_3, s_4)) \rangle$ remembers the old state (via the memorizing transition relation defined in Definition 4.1), and $\chi$ is extra information, as discussed above, of the form $\langle nr.ch^1, nr.ch^2, Q, leading \rangle$. We define accessor functions $conf_1$, $conf_2$, and extra to extract $\langle (C_1, s_1), (C_3, s_3) \rangle$, $\langle (C_2, s_2), (C_4, s_4) \rangle$, and $\chi$, respectively.

Thus, in this model, the two original program copies are distinguished, and the updates of program copies are done locally. Therefore, if $T$ is a trace of the composed model, we can decompose it into two individual traces by functions $\Pi_1$ and $\Pi_2$, respectively, defined as $\Pi_m = \text{map}(conf_m)$. Thus, let $T_i = \langle (C_1 \mid C_2, (s_1, s_2)), (C_3 \mid C_4, (s_3, s_4)), \chi \rangle$ be a state of the composed trace, then $(\Pi_1(T))_i = \langle (C_1, s_1), (C_3, s_3) \rangle$ and $(\Pi_2(T))_i = \langle (C_2, s_2), (C_4, s_4) \rangle$. 
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\[ \text{lead} = 2 \quad c = \text{first}(Q) \quad \text{nr}_ch1' = \text{nr}_ch1 + 1 \quad Q' = \text{remove}(Q) \quad \text{lead'} = 1 \]

\[
\begin{align*}
(\text{nr}_ch1, \text{nr}_ch2, Q, \text{lead}) & \xrightarrow{c} (\text{nr}_ch1', \text{nr}_ch2', Q', \text{lead'}) \\
\text{lead} \in \{0, 1\} & \quad \text{lead'} = 1 \quad \text{nr}_ch1' = \text{nr}_ch1 + 1 \quad Q' = \text{add}(Q, c) \\
(\text{nr}_ch1, \text{nr}_ch2, Q, \text{lead}) & \xrightarrow{c} (\text{nr}_ch1', \text{nr}_ch2', Q', \text{lead'}) \\
\text{lead} \notin \{0, 1\} & \quad c \neq \text{first}(Q) \quad \text{nr}_ch1' = \text{nr}_ch1 + 1 \quad Q' = \bot \quad \text{lead'} = \bot \\
(\text{nr}_ch1, \text{nr}_ch2, Q, \text{lead}) & \xrightarrow{c} (\text{nr}_ch1', \text{nr}_ch2', Q', \text{lead'})
\end{align*}
\]

Figure 4.1: Definition of \( \rightarrow \)

The current state of the program copy \( m \) can be extracted by a function \( \Gamma_m \), defined as \( \Gamma_m = \text{map}(\text{current}) \circ \Pi_m \). Thus, \( (\Gamma_1(T))_i = (C_1, s_1) \) and \( (\Gamma_2(T))_i = (C_2, s_2) \). Finally, \( \text{extra}(T_i)(x) \) denotes the value of the extra information \( x \) at \( T_i \), for \( x \in \{ \text{nr}_ch1, \text{nr}_ch2, Q, \text{lead} \} \).

**Transition relation.** The transition relation \( \rightarrow \chi \) is defined as the composition of a relation on the operational semantics and a relation on the extra information. More precisely, the first component is the memorizing transition relation \( \rightarrow_m \) (cf. Definition 4.1), derived from the transition relation induced by the operational semantics of a program executed under a scheduler \( \delta \). The second component is a relation \( \rightarrow \subseteq \chi \times \text{Conf} \times \chi \) that describes how the extra information evolves, following the rules in Figure 4.1. Notice that \( \rightarrow \) is parametric on the concrete equality relation used. Concretely, \( \rightarrow \chi \) is defined by rules such as:

\[
((C_1 \mid C_2, (s_1, s_2)), c_2) \rightarrow_m ((C_1' \mid C_2, (s_1', s_2)), (C_1 \mid C_2, (s_1, s_2))) \xrightarrow{\chi} (C_1', s_1')
\]

\[
((C_1 \mid C_2, (s_1, s_2)), c_2, \chi) \rightarrow_\chi ((C_1' \mid C_2, (s_1', s_2)), (C_1 \mid C_2, (s_1, s_2)), \chi')
\]

Rules for when \( C_1 \) terminates, i.e., \( (C_1, s_1) \rightarrow (\epsilon, s_1) \), and the symmetric counterparts for \( C_2 \) are defined similarly.

Notice that above, we studied stuttering equivalence in a generic way, where two traces could make a state change simultaneously. However, in our self-composed program model, in every step, either \( C \) or \( C' \), but not both, is able to make a transition. Therefore, for any trace \( T \), state changes do not happen
simultaneously in both $\Pi_1(T)$ and $\Pi_2(T)$. This also means that it never happens that in one step, both add and remove are applied simultaneously on the queue.

**Atomic propositions and their valuation.** Next, we define atomic propositions of our program model, together with their valuation. Notice that their valuation is parametric on the concrete equality relation used. Below, when characterizing SSOD, we instantiate this in different ways, i.e., to define stuttering equivalence on traces of each low variable, and on traces of all low variables, respectively.

For each $m = 1, 2$, we define the following atomic propositions:

- $first\_change^m$ denotes that a state change occurs for the first time in the program copy $m$.
- $second\_change^m$ denotes that a state change occurs in the program copy $m$, while the program copy $3 - m$ has already made this change.
- $nr\_ch^m < nr\_ch^{3-m}$ denotes that the number of state changes made by the program copy $m$ is less than the total number of state changes made by the program copy $3 - m$.

The valuation function $\lambda$ for these atomic propositions is defined as follows. Let $c$ denote a state of the composed trace.

\[
\begin{align*}
first\_change^m &\in \lambda(c) \iff current(conf_m(c)) \neq old(conf_m(c)) \text{ and } \\
&\quad \text{extra}(c)(lead) = m \text{ or } \text{extra}(c)(lead) = 0 \\
second\_change^m &\in \lambda(c) \iff current(conf_m(c)) \neq old(conf_m(c)) \text{ and } \\
&\quad \text{extra}(c)(lead) = 3 - m \text{ and } \\
&\quad current(conf_m(c)) = first(extra(c)(Q)) \\
nr\_ch^m < nr\_ch^{3-m} &\in \lambda(c) \iff extra(c)(nr\_ch^m) < extra(c)(nr\_ch^{3-m})
\end{align*}
\]

**Program model.** Using the above definitions, we define a program model, encoding the behavior of a self-composed program under a scheduler $\delta$. The temporal-logic characterizations will be expressed over this model.

**Definition 4.2 (Program model)** Given a scheduler $\delta$, let $C$ be a program, and $s_1$ and $s_2$ be two low-equivalent variable valuations. The program model $\mathcal{M}_{C,s_1,s_2}^\delta$ is defined as $(\Sigma, \rightarrow_x, AP, \lambda, I)$ where:
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- $\Sigma$ denotes the set of all states, including the extra information,
- $I = \{(C \parallel C', (s_1, s_2))\}$ is the initial state of the composed trace.
- Other components have been defined before.

Now, we state a useful property of the program model that is used below to prove correctness of the characterizations. The property states that the atomic proposition $\text{second\_change}^m$ only holds if in an earlier state, $\text{first\_change}^{3-m}$ was true. Intuitively, a state change can only be considered as a second-time change, if the same change has occurred before. Formally, this is expressed as follows.

**Lemma 1**

$$
\mathcal{T}_j \models \text{second\_change}^m \Rightarrow \exists i. i < j. \mathcal{T}_i \models \text{first\_change}^{3-m}.
$$

**Proof:** This follows directly from the construction of the queue and the valuation of the corresponding atomic propositions. $\square$

4.3 Logical characterization of stuttering equivalence and SSOD

4.3.1 LTL and CTL

For convenience, we give a brief overview of those parts of LTL and CTL that are needed for the characterization below. For more details, we refer to [51].

LTL stands for *linear time temporal logic*. Its connectives allow us to refer to the future. It models time as a sequence of states, extending infinitely into the future. Let $AP$ denote a set of Boolean-valued atomic propositions.

**Definition 4.3 (LTL syntax)** Given an atomic proposition $a \in AP$, a formula $\phi$ in LTL is defined as follows,

$$
\phi ::= a \mid \neg \phi \mid \phi \land \phi' \mid \phi \lor \phi' \mid \phi \rightarrow \phi' \mid G\phi \mid \phi U \phi'.
$$

A state satisfies an LTL formula $\phi$ if all execution traces starting in that given state satisfy $\phi$. Thus, LTL implicitly quantifies *universally* over all traces.
The connective $G$ is called ‘Globally’, while $U$ is called ‘Until’. The formula $G\phi$ holds on a trace if $\phi$ holds in every state along that trace. The formula $\phi U \phi'$ holds on a trace if (1) $\phi$ holds continuously until $\phi'$ holds, and (2) $\phi'$ holds in some future state.

The semantics of LTL is defined w.r.t. a program model $\mathcal{M}$.

**Definition 4.4 (LTL semantics)** Let $\mathcal{M}$ be a program model, $c$ a state, $T$ an execution trace of $\mathcal{M}$, and $\phi$ an LTL formula. We write $\mathcal{M}_c \models \phi$, i.e., $\mathcal{M}_c$ satisfies a formula $\phi$, if for every trace $T$ of $\mathcal{M}$ starting in $c$, we have $T \models \phi$.

The satisfaction relation $T \models \phi$, where $\phi$ is among $\neg \phi, \phi \land \phi', \phi \lor \phi', \phi \rightarrow \phi'$, is defined as the standard satisfaction relation between the state $c$ and the formula, i.e., $c \models \phi$. $T \models a$ iff $a \in AP(c)$, where $AP(c)$ is the set of atomic propositions of $AP$ that are valid in $c$. $T \models G \phi$ iff $\forall i \geq 0, T_{i+1} \models \phi$. $T \models \phi U \phi'$ iff $\exists k \geq 0. T_{i+k} \models \phi'$ and $\forall 0 \leq i < k, T_{i} \models \phi$.

CTL is a branching time logic. It models time as a tree-like structure.

**Definition 4.5 (CTL syntax)** Given an atomic proposition $a \in AP$, a formula $\phi$ in CTL is defined as follows,

$$\phi ::= a \mid \neg \phi \mid \phi \land \phi' \mid \phi \lor \phi' \mid \phi \rightarrow \phi' \mid AG \phi \mid EG \phi \mid A[\phi U \phi'] \mid E[\phi U \phi'].$$

CTL allows us to quantify explicitly over traces. Quantifiers $A$ and $E$ denote ‘all traces’ and ‘exists a trace’, respectively. Notice that every temporal operator ($G$, $U$) has to be associated with a unique path quantifier ($A$, $E$). Intuitively, a formula $E\psi$, where $\psi = G \phi$ or $\psi = \phi U \phi'$, expresses that there exists an execution trace for which the formula $\psi$ holds, while $A\psi$ expresses that $\psi$ holds for all traces.

The semantics of CTL is also defined w.r.t. a program model $\mathcal{M}$.

**Definition 4.6 (CTL semantics)** Let $\mathcal{M}$ be a program model, $c$ a state, $T$ an execution path of $\mathcal{M}$, and $\phi$ a CTL formula. The satisfaction relation $\mathcal{M}_c \models \phi$ is defined as usual for $a, \neg \phi, \phi \land \phi', \phi \lor \phi', \phi \rightarrow \phi'$, i.e., the satisfaction relation between the state $c$ and the formula: $c \models \phi$. $\mathcal{M}_c \models E\psi$, where $\psi = G \phi$ or $\psi = \phi U \phi'$, iff $\exists T. c \downarrow T \land T \models \psi$ (for $T \models \psi$, refer to Definition 4.4). $\mathcal{M}_c \models A\psi$ iff $\forall T. c \downarrow T \Rightarrow T \models \psi$. 
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4.3.2 Characterization of stuttering equivalence

Based on the characteristics of stuttering equivalence and the program model above, the stuttering equivalence property between two component traces is characterized by the following LTL formula $\phi$, that holds on a composed trace.

$$\phi = G \left( \bigwedge_{m \in \{1, 2\}} \text{first}_\text{change}^m \Rightarrow \text{nr}_\text{ch}^{3-m} < \text{nr}_\text{ch}^m \ U \text{second}_\text{change}^{3-m} \right).$$

This formula expresses the characteristics of stuttering equivalence: any state change occurring in one component trace will occur later in the other component trace; and in between these changes, the number of state changes at intermediate states in the latter trace is strictly smaller than in the first.

We prove formally that $\phi$ characterizes stuttering equivalence precisely.

**Theorem 4.1** Let $T$ be a composed trace that can be decomposed into $T^1$ and $T^2$ with $T_0^1 = T_0^2$, then $T^1 \sim T^2 \iff T \models \phi$.

**Proof:** Case 1: $T^1 \sim T^2 \Rightarrow T \models \phi$

Following the LTL semantics, we have to show the following:

$$\forall i. \forall m \in \{1, 2\}. T_i \models \text{first}_\text{change}^m \Rightarrow \exists j. T_j \models \text{second}_\text{change}^{3-m} \land (\forall r. i \leq r < j. T_r \models \text{nr}_\text{ch}^{3-m} < \text{nr}_\text{ch}^m)$$

Suppose without loss of generality that at an index $i$, a state change occurs *first* in trace $T^1$, thus $T^1_{i-1} \neq T^1_i$. Since $T^1 \sim T^2$, there exists a $j$ such that $T^1 \sim_{i,j} T^2$.

Thus, there are two sequences $0 = k_0 < k_1 < k_2 < \ldots < k_n = i + 1$ and $0 = g_0 < g_1 < g_2 < \ldots < g_n = j + 1$ (for some $n \geq 0$) such that for each $0 \leq p < n$:

$$T^1_{k_p} = T^1_{k_{p+1}} = \ldots = T^1_{k_{p+1}-1} = T^2_{g_p} = T^2_{g_{p+1}} = \ldots = T^2_{g_{p+1}-1}.$$
Besides, we show that at all intermediate states, the number of changes in the first trace is greater than the number of changes in the second trace. This follows directly, since for any \( r \) such that \( i \leq r < g_{n-1} \), \( T^1_r \) is in the \( q^{th} \) block, with \( q \geq n - 1 \), while \( T^2_r \) is in \( q^{th} \) block with \( q' < n - 1 \), thus the number of changes at \( T^1_r \) is \( q \), the number of changes at \( T^2_r \) is \( q' \) and \( q > q' \).

**Case 2:** \( T \models \phi \Rightarrow T^1 \sim T^2 \)

To show \( T^1 \sim T^2 \), it is sufficient to show \( \forall i \exists j \ T^1 \sim_{i,j} T^2 \), and vice versa. W.l.o.g. we show the first conjunct, by induction on \( i \).

**Base case** \( i = 0 \): Take \( j = 0 \). It follows immediately that \( T^1 \sim_{0,0} T^2 \).

**Induction step:**

Assume that \( T^1 \sim_{i,j} T^2 \). We have to show that \( \exists h \ T^1 \sim_{i+1,h} T^2 \). If \( T^1_i = T^1_{i+1} \), we take \( h = j \), and we are done. If \( T^1_i \neq T^1_{i+1} \), there are two cases.

**Case 2.1: \( i \leq j \)**

Because \( T^1 \sim_{i,j} T^2 \), there are two sequences \( 0 = k_0 < k_1 < k_2 < \ldots < k_n = i + 1 \) and \( 0 = g_0 < g_1 < g_2 < \ldots < g_n = j + 1 \) (for some \( n \geq 0 \)) such that for each \( 0 \leq p < n \):

\[
T^1_{k_p} = T^1_{k_p+1} = \cdots = T^1_{k_p+1-1} = T^2_{g_p} = T^2_{g_p+1} = \cdots = T^2_{g_p+1-1}.
\]

In this case, the state change \( T^1_i \neq T^1_{i+1} \) occurs first in \( T^1 \). Since \( \phi \) holds, there exists an \( h \ (h \geq j + 1) \) such that \( T^1_{i+1} = T^2_h \neq T^2_{h-1} \).

If \( h = j + 1 \), it is trivial that \( T^1 \sim_{i+1,h} T^2 \).

If \( h > j + 1 \), we prove that for all \( r \) such that \( j \leq r < h \), \( T^2_r = T^2_r \). We prove this by contradiction. Assume that there exists a state change that occurs between the indexes \( j \) and \( h \) in trace \( T^2 \) (different from the change occurring in \( h \)), i.e., at index \( r' \), \( j + 1 \leq r' < h \). This is the \( n^{th} \) state change in \( T^2 \). Because \( \phi \) holds, the same state change has to also occur in trace \( T^1 \), and the total number of state changes at \( T^1_r \) must be strictly smaller than the total number of state changes at \( T^2_r \). However, the total number of state changes at \( T^1_r \) is \( n \), thus we have a contradiction.

Therefore, we can conclude that \( T^2_j = T^2_{j+1} = \cdots = T^2_{h-1} \). Choose \( k_{n+1} = i + 2 \), \( g_n = h + 1 \), \( k_n = i + 1 \) and \( g_n = h \) such that for each \( 0 \leq p < n + 1 \):

\[
T^1_{k_p} = T^1_{k_p+1} = \cdots = T^1_{k_p+1-1} = T^2_{g_p} = T^2_{g_p+1} = \cdots = T^2_{g_p+1-1}.
\]

Thus \( T^1 \sim_{i+1,h} T^2 \).

**Case 2.2: \( i > j \)**
In this case, the change $T_i^1 \neq T_{i+1}^1$ can be either a first change or a second change.

If it is a first change, by a similar argument, we can conclude that there exists a $h$ such that $T_1 \sim_{i+1,h} T^2$.

If it is a second change, according to Theorem 1, there must be a first change in $T^2$ that matches with this change. We assume that the first change occurs at $T_2^h$ where $h > j$.

If $h = j + 1$, we are done.

If $h > j + 1$, we prove that for all $r$ such that $j \leq r < h$, $T_j^2 = T_r^2$. We prove this by contradiction. Assume that a state change occurs between the indexes $j$ and $h$ in trace $T^2$ (different from the change occurring in $h$), i.e., at index $r'$, $j + 1 \leq r' < h$. Because $\phi$ holds, the same state change will also occur in trace $T_1^i$. However, this change must occur after the change at state $T_i^1$, and this is a contradiction, since $\phi$ holds.

Thus, $T_1 \sim_{i+1,h} T^2$. \hfill $\square$

### 4.3.3 Temporal-logic characterization of SSOD

Based on the results above, this section defines a temporal-logic formula characterizing SSOD. The formula consists of two parts: one that expresses stuttering equivalence between traces of each low variable individually, and one that expresses stuttering equivalence between traces of all low variables. Both are instantiations of the formula characterizing stuttering equivalence defined above.

**Atomic propositions.** To support the characterization of stuttering equivalence in different ways, we define different atomic propositions. To characterize stuttering equivalence over traces of each low variable, we use atomic propositions $first \_ change_l^m$, $second \_ change_l^m$, and $nr \_ ch_l^m < nr \_ ch_l^{3-m}$ for each $l \in L$. To characterize stuttering equivalence over traces of all low variables, we use atomic propositions $first \_ change_L^m$, $second \_ change_L^m$, and $nr \_ ch_L^m < nr \_ ch_L^{3-m}$.

The formal definitions of these atomic propositions are defined in the previous section, where equality is instantiated as $=_I$ and $=_L$, respectively.

**Logic characterization of SSOD.** A program $C$ is observationally deterministic under a scheduler $\delta$, iff for any two initial low-equivalent valuations $s_1$
and $s_2$, the following formula holds on traces of $M_{C,s_1,s_2}^\delta$.

$$\left(\bigwedge_{l \in L} \phi_l\right) \land \phi_L,$$

where

$$\phi_l = G \left( \bigwedge_{m \in \{1,2\}} \text{first\_change}_l^m \Rightarrow nr\_ch_l^{3-m} < nr\_ch_l^m \land \text{second\_change}_l^{3-m} \right)$$

$$\phi_L = AG \left( \bigwedge_{m \in \{1,2\}} \text{first\_change}_L^m \Rightarrow E(nr\_ch_L^{3-m} < nr\_ch_L^m \land \text{second\_change}_L^{3-m}) \right)$$

Notice that $\phi_l$ is an LTL and $\phi_L$ a CTL formula.

For a program with $N$ low variables, we have $N + 1$ verification tasks: $N$ tasks relate to traces of each low variable, and one task relates to traces of all low variable. For each task, we instantiate the extra information $\chi$ and the equality relation differently.

**Theorem 4.2** Given program $C$, and two low-equivalent valuations $s_1$ and $s_2$, $C$ is observationally deterministic under $\delta$ iff

$$M_{C,s_1,s_2}^\delta \models \left(\bigwedge_{l \in L} \phi_l\right) \land \phi_L.$$

**Proof:** In the model of a self-composed program, the variables of the two program copies are disjoint, and the updates of each program copy are done locally, thus the stuttering equivalent property of the two component traces are unchanged as if they are produced from the executions of $C$ starting in two initial valuations $s_1$ and $s_2$ separately, without composition.

**Case 1:** SSOD-1 $\Leftrightarrow M_{C,s_1,s_2}^\delta \models \bigwedge_{l \in L} \phi_l$

In Theorem 4.1, we show a temporal-logic formula that characterizes stuttering equivalence between the two component traces. Using Theorem 4.1, instantiated with the atomic propositions defined above, it is easy to see that SSOD-1 is characterized exactly by the formula $\left(\bigwedge_{l \in L} \phi_l\right)$.

**Case 2:** SSOD-2 $\Leftrightarrow M_{C,s_1,s_2}^\delta \models \phi_L$

**Case 2.1** SSOD-2 $\Rightarrow M_{C,s_1,s_2}^\delta \models \phi_L$
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The condition SSOD-2 says that for any trace starting in $s_1$, there exists a trace starting in $s_2$ such that these two traces are low stuttering equivalent. It means that in a self-composed model, with respect to any low change in a component trace, there always exists a composed trace such that there is a match in the other component trace. Following the first case in the proof of Theorem 4.1, instantiated with the atomic propositions defined in 4.2.2, we can conclude that $\phi_L$ holds.

**Case 2.2:** $M_{C,s_1,s_2}^\delta \models \phi_L \Rightarrow SSOD-2$

Consider $M_{C,s_1,s_2}^\delta$. Any path $T$ of the model can be decomposed into $T^m$ and $T^{3-m} (m \in \{1,2\})$. To satisfy SSOD-2, it is sufficient to show that for any given path $T_1$, for any $i$, there always exists a path $T_2$ such that $T_2 \sim_{i,j} T_1 \sim_{i,j} T_{23-m}|_L$, and similarly for $T_{13-m}|_L$. W.l.o.g. we show the first conjunct, by induction on $i$.

**Base case** $i = 0$: Take $j = 0$, then $T_1^m |_L \sim_{0,0} T_2^{3-m}|_L$, for any $T_2$.

**Induction step:** Assume that $T_2^m |_L \sim_{i,j} T_1^{3-m}|_L$. We have to show that $\exists T_2^m |_L \sim_{i+1,j} T_1^{3-m}|_L$.

If $T_2^{m+i+1} |_L = T_1^{m+i+1}|_L$, we take $T_2 = T_1$ and $h = j$, we are done.

If $T_2^{m+i+1} |_L \neq T_1^{m+i+1}|_L$, there are two cases.

**Case 2.2.1:** It is a first change

Since $\phi_L$ holds, there exists a trace $T_2$ such that $T_2 \sim_{i+1} = T_1 \sim_{i+1}$, and there also exists an $h$ ($h \geq i + 1$) such that $T_1^{m+1}|_L = T_2^{3-m}|_L = T_2^{3-m}|_L$. Due to the construction of the queue and the definitions of atomic propositions, $T_1^m |_L$ and $T_2^{3-m}|_L$ must be stuttering equivalent up to $i + 1$ and $h$. If they are not, a contradiction occurs. According to $\phi_L$, the total number of changes at $T_2^{3-m}$ ($i + 1 \leq r < h$) must be strictly smaller than the total number of changes at $T_1^m$. Assume that at $T_2^{r,m}$ ($i + 1 < r' < h$), there is a change that have not occurred in $T_1^{m+i+1}|_L$. According to $\phi_L$, the total number of changes at $T_2^{r,m}$ must be strictly smaller than the total number of changes at $T_2^{r,m}$, thus we have a contradiction.

**Case 2.2.2:** It is a second change

Follow the same argument in the proof of Theorem 4.1 — instantiated with the atomic propositions defined above — on trace $T_1$, we are done. □
4.4 Conclusions

This chapter discussed how an observational determinism property can be verified via a logic-based verification approach. Implementing the idea of self-composition, SSOD properties over traces of the executions of $C$ from two initial states are reduced to a logic property over traces of a single execution of the composed program $C\|C'$, where $C'$ is a copy of $C$. This approach has the advantage that we can reuse existing standard verification tools to prove or disprove information flow properties.

A disadvantage of the logic-based verification approaches is that the program model is often very complex; and thus, they are not very feasible to verify large systems. Therefore, the remainder of this part introduces another approach, based on an algorithmic verification technique, to verify information flow properties. The algorithmic method has a less complex program model; and thus, it is often more practical for real applications.
Chapter 5

Algorithmic Verification

5.1 Introduction

Developing a logic-based verification technique has the advantage that we can use an existing model checker to verify the information flow property. However, since the program model for the logical characterization is rather complex, it is difficult to handle large state-space systems. Therefore, instead of relying on existing model-checking tools, this chapter develops more efficient specialized verification methods for our confidentiality properties.

To verify scheduler-specific observational determinism (SSOD), a property that characterizes secure information flow for non-deterministic multi-threaded programs, we first extract a Kripke structure that models the program execution under the control of the given scheduler. Remember that SSOD imposes two conditions: (SSOD-1) all individual public variables have to evolve deterministically, and (SSOD-2) the relative ordering of updates of public variables is coincidental, i.e., there always exists a matching trace.

We verify SSOD-1 by reducing it to the question whether all traces of each public variable of a Kripke structure under the given scheduler are stuttering equivalent. An algorithm to verify all-trace stuttering equivalence is implemented by checking whether there exists a functional bisimulation between the Kripke structure and a witness trace.

To verify SSOD-2, we first remove stuttering steps, and then determinize two Kripke structures that model the program executions starting in two initial low-equivalent states. Next, we check whether these two deterministic and
stuttering-free Kripke structures are strongly bisimilar. Our verification is based on the well-known fact that in deterministic and stuttering-free Kripke structures, trace equivalence and strong bisimulation coincides [36].

Using a similar approach, scheduler-specific probabilistic observational determinism (SSPOD), a confidentiality property for probabilistic multi-threaded programs, can also be verified algorithmically. SSPOD requires two conditions: (SSPOD-1) all traces of each low variable are stuttering equivalent with probability 1, and (SSPOD-2) for every trace considering all publicly visible variables, there always exists a matching trace with equal probability.

To verify SSPOD, firstly, the executions of the probabilistic program under the given scheduler are modeled as probabilistic Kripke structures. To check SSPOD-1, we first remove all stuttering loops, except self-loops in final states, i.e., we remove all traces that stutter forever and have probability 0. With a stuttering-loop-free probabilistic Kripke structure, SSPOD-1 is satisfied if all traces of each public variable are stuttering equivalent. The verification of all-trace stuttering equivalence here is similar to the verification of SSOD-1. SSPOD-2 is implemented by removing stuttering steps, thereby reducing this property verification to checking of probabilistic-language equivalence [89, 35, 52].

The time complexity of the algorithms to verify SSOD-1 and SSPOD-1 is linear in the size of the Kripke structure that models the program execution. Due to the determinization step, the checking of SSOD-2 might be exponential in the number of states of the Kripke structures. However, this worst-case complexity is only reached in a very few cases [63]. The average complexity is mostly far lower than exponential. The complexity of checking SSPOD-2 is polynomial in the size of the Kripke structure.

This algorithmic approach gives a precise verification method for information flow properties. The proposed algorithms are general, and also applicable in other, non-security related contexts, since stuttering equivalence is a fundamental concept in the theory of concurrent and distributed systems.

Organization of the chapter. To present algorithms in a general way, Section 5.2 first simplifies the notations of SSOD, and then Section 5.3 and Section 5.4 give efficient specialized algorithms to verify its two conditions. The algorithms to verify two conditions of SSPOD are presented in Section 5.5 and Section 5.6, respectively. Section 5.7 discusses related work, while Section 5.8 draws conclusions.
Origins of the chapter. The algorithms to verify SSOD were published in the Journal of Computer Security (JCS) [69]. The algorithms to verify SSPOD were published in the proceedings of the 5th International Conference on Engineering Secure Software and Systems (ESSoS’13) [68], and also in a corresponding technical report [70].

5.2 Simplified SSOD

For the convenience, we remind two formalizations of SSOD-1 and SSOD-2.

SSOD-1 \( \forall T \in \text{Trace}(A_\delta), T' \in \text{Trace}(A'_\delta), l \in L. \ T|_l \sim T'|_l \)

SSOD-2 \( \forall T \in \text{Trace}(A_\delta). \exists T' \in \text{Trace}(A'_\delta). T|_L \sim T'|_L \)

As shown in Section 3.3, we can simplify SSOD by replacing SSOD-1 with SSOD-1A. Basically, SSOD-1A requires that, given a Kripke structure \( A_\delta \) that corresponds to any initial state, after projecting on any \( l \in L \), all traces are stuttering equivalent.

SSOD-1A \( \forall l \in L. \ T, T' \in \text{Trace}(A_\delta). \ T|_l \sim T'|_l \).

The replacement of SSOD-1 by SSOD-1A simplifies a lot the algorithms to verify SSOD, in both time and space complexity. For instance, we do not need to model two program executions starting in two different initial states, and then combine these two Kripke structures together to verify SSOD-1.

To present algorithms in a general way, we simplify the notations of SSOD-1A and SSOD-2. Let \( A_\delta|_l \) and \( A_\delta|_L \) represent the projections of \( A_\delta \) on the label sets \( l \) and \( L \), respectively. Since \( \{T|_l \mid T \in \text{Trace}(A_\delta)\} = \text{Trace}(A_\delta|_l) \) and \( \{T|_L \mid T \in \text{Trace}(A_\delta)\} = \text{Trace}(A_\delta|_L) \), properties SSOD-1A and SSOD-2 can be easily reformulated over these Kripke structures, as follows.

SSOD-1K \( \forall l \in L. \ T, T' \in \text{Trace}(A_\delta|_l). \ T \sim T' \)

SSOD-2K \( \forall T \in \text{Trace}(A_\delta|_L). \exists T' \in \text{Trace}(A'_\delta|_L). \ T \sim T' \).

Thus, SSOD-1K requires that for each \( l \in L \), all traces of \( A_\delta|_l \) are stuttering equivalent, while SSOD-2K requires stuttering trace equivalence between \( A_\delta|_L \) and \( A'_\delta|_L \). Notice that the below algorithms work only on finite Kripke structures, i.e., we assume that data domains are finite, and schedulers use finite memory.
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5.3 Verification of SSOD-1K

Given a program $C$, and a scheduler $\delta$, SSOD-1K requires that after projecting $A_\delta$ on any low variable $l$, all traces must be stuttering equivalent. To verify this, we pick one arbitrary trace, and then ensure that all other traces are stuttering equivalent to this trace.

5.3.1 Algorithm

Concretely, for each $l \in L$, we carry out the following steps. (Figures 5.1, and 5.2 on page 74 provide an elaborate illustration of these steps.)

Algorithm 1: SSOD-1K on $l$

1: Project $A_\delta$ on $l$, yielding $A_\delta|_l$.
2: Identify all divergent states of $A_\delta|_l$. A state $c$ of $A$ is divergent if there exists a trace such that all states following $c$ are equivalent to $c$.
3: Check whether all traces of $A_\delta|_l$ are stuttering equivalent by:
   3.1: Choose a witness trace by:
      3.1.1: Take an arbitrary lasso $T$ of $A_\delta|_l$.
      3.1.2: Remove stuttering steps and minimize $T$ by strong bisimulation reduction.
   3.2: Check stuttering trace equivalence between $A_\delta|_l$ and $T$ by checking if there exists a functional bisimulation between them.

Notice that the below algorithms that implement the above steps can be applied to any Kripke structure, i.e., independent of the scheduling policy. Therefore, instead of the notation $A_\delta$ indicating a specific scheduler, we define these algorithms over arbitrary Kripke structures $A$.

Step 1 is done by labeling every state of $A$ with the value of $l$ in that state.

Step 2 identifies all divergent states of a Kripke structure $A$. Before describing the algorithm for Step 2, we first derive two lemmas that follow directly from the definition of a divergent state (given in Step 2 of Algorithm 1).

Lemma 2 If state $c$ has a stuttering loop or a self-loop, $c$ is divergent.

Lemma 3 Assume that state $c$ has no self-loop or no stuttering loop. Then, state $c$ is divergent iff $c$ has a divergent equivalent successor.
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Step 2 is implemented by exploring the state space of a Kripke structure $\mathcal{A}$ and determining whether each reachable state is divergent or not. The state space of $\mathcal{A}$ is explored in a breadth first search order (BFS). Let $\text{Pred}(\mathcal{A}, c)$ and $\text{Succ}(\mathcal{A}, c)$ denote the set of all direct predecessors and successors of $c$, respectively, i.e., $\text{Pred}(\mathcal{A}, c) = \{ b \in S | b \to c \}$ and $\text{Succ}(\mathcal{A}, c) = \{ d \in S | c \to d \}$. Let $c \sim_V c'$ denote that $c$ and $c'$ have the same valuation, i.e., $V(c) = V(c')$.

The algorithm to identify divergent states of $\mathcal{A}$ uses two queues: $Q$ and $\text{Non-Diver}_Q$, and two maps: $\text{Divergent}$ and $\text{Checked}$. The queue $Q$ stores the set of frontier states of the exploration. Initially, $\text{Divergent}$ indicates the number of stuttering transitions of each state, i.e., $\text{Divergent}[c] = 3$ indicates that $c$ is equivalent to three of its successors. During the execution, the algorithm changes the values in $\text{Divergent}$. When the algorithm terminates, the value of $\text{Divergent}[c]$ will indicate whether $c$ is divergent or not, i.e., if $\text{Divergent}[c] = 0$, $c$ is non-divergent. The queue $\text{Non-Diver}_Q$ stores non-divergent states, i.e., all reachable state $c$ such that $\text{Divergent}[c] = 0$. The map $\text{Checked}$ indicates whether a state has been checked or not, i.e., true or false.

Algorithm 2 works as follows. States of $\mathcal{A}$ are explored by a BFS (lines 6-12 in the algorithm). For each explored state $c$, the number of its direct stuttering transitions is stored in $\text{Divergent}[c]$ (line 11). If $c$ has no outgoing stuttering transition, i.e., $\text{Divergent}[c] = 0$, it is clear that $c$ is non-divergent (line 12).

For any $c$ such that $\text{Divergent}[c] = 0$, for each predecessor $b$ of $c$ such that $c$ is reached from $b$ by a stuttering transition, the algorithm decreases the value $\text{Divergent}[b]$ by 1 (lines 13-18). The idea is to remove the number of non-divergent equivalent successors out of the value $\text{Divergent}[b]$ of a state $b$. Finally, when $\text{Divergent}$ is stable, the value $\text{Divergent}[b]$ will indicate whether $b$ is divergent or not, i.e., if $b$ has a divergent equivalent successor, i.e., $\text{Divergent}[b] \neq 0$, $b$ is divergent (due to Lemma 3).

For example, assume that $b$ is a direct predecessor of a non-divergent $c$, and $b$ has only one stuttering transition, which goes to $c$, i.e., $\text{Divergent}[b] = 1$. Since $c$ is non-divergent, according to Lemma 3, $b$ is also non-divergent. Due to the algorithm, the value of $\text{Divergent}[b]$ is decreased by 1; and thus becomes 0, which indicates that $b$ is non-divergent.

---

Algorithm 2: Identify Divergent States ($\mathcal{A}$)

```plaintext
// Initialization
1. for all states $c \in S$ do
2.   $\text{Checked}[c] := false$;
3.   $\text{Divergent}[c] := 0$;
4. $Q := \text{empty\_queue}()$; $\text{enqueue}(Q, \text{init\_state})$;
```
Theorem 5.1 Algorithm 2 identifies divergent states of a Kripke structure \( \mathcal{A} \).

Proof: Algorithm 2 always terminates, since \( \mathcal{A} \) is finite. We show that the second \textit{while} loop correctly determines the divergent property of each state. We first discuss its loop invariant \textit{Inv}:

\textbf{If a state} \( c \) \textbf{is divergent}, \( \text{Divergent}[c] \neq 0 \).

Initially, the value of \( \text{Divergent}[c] \) is the number of stuttering successors of \( c \). If \( c \) is divergent, according to the definition of divergent state, it must have at least one stuttering successor, i.e., \( \text{Divergent}[c] \neq 0 \). Thus, clearly, \textit{Inv} holds upon the first entry of the loop.

We show that the invariant is preserved by every iteration of the loop. Assume that \textit{Inv} holds before the loop body. Consider a divergent state \( c \). Due to the invariant, \( \text{Divergent}[c] \neq 0 \) holds before the execution of the loop.

Suppose that the value of \( \text{Divergent}[c] \) has been decreased by 1 in the iteration, i.e., \( c \) has a stuttering successor \( d \) with \( \text{Divergent}[d] = 0 \).
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- Case $c$ has a self-loop. In that case, $c$ has at least two stuttering successors: one of them is itself. Therefore, the invariant is preserved after the iteration, since $\text{Divergent}[c] \geq 2$ before the iteration.

- Case $c$ has a stuttering loop. States in a stuttering loop always have at least one stuttering successor. Since they are connected in a loop, their $\text{Divergent}$ values never become 0. Since $\text{Divergent}[d] = 0$, $d$ must be outside the stuttering loop. Thus, $c$ has at least two stuttering successors before the iteration. The invariant is preserved.

- If $c$ has no self-loop or no stuttering loop, according to Lemma 2, $c$ must have a divergent stuttering successor $e$. Since the invariant is true before the iteration, $\text{Divergent}[e] \neq 0$. Hence, $d$ and $e$ are not the same state. Thus, $c$ has at least two stuttering successors. The invariant is preserved.

Thus, $\text{Inv}$ is a loop invariant. Therefore, $\text{Inv}$ holds after termination: if $c$ is divergent, $\text{Divergent}[c] \neq 0$. In other words, any $c$ such that $\text{Divergent}[c] = 0$ is non-divergent.

Additionally, we show the following post-condition: if the algorithm terminates, and if $c$ is non-divergent, then $\text{Divergent}[c] = 0$.

If $c$ is non-divergent, all traces starting in $c$ must pass a state that is not equivalent to $c$. Let $C$ denote the set of equivalent states that are reachable from $c$ only via stuttering transitions. To define $C$ formally, we define the stutter-closure $\text{Stut}(Q)$ of a subset $Q \subseteq S$,

$$ \begin{align*}
Q_0 &= Q, \\
\forall n \geq 0. \ Q_{n+1} &= \{ c' \in S \mid \exists c \in Q_n. \ c \to c' \land c \sim_V c' \}.
\end{align*} $$

We define $\text{Stut}(Q) = \cup_n Q_n$. This is formally defined as an infinite union, but it is actually a finite union; since there are at most a finite number of states in $S$. Therefore, formally, $C = \text{Stut}(c)$.

There must exist a state $c' \in C$ such that initially, $\text{Divergent}[c'] = 0$, i.e., $c'$ only connects to states outside $C$. Otherwise, a contradiction occurs: assume that initially, $\forall c' \in C, \text{Divergent}[c'] \neq 0$, i.e., all states have at least a stuttering successor. Since the set $C$ is finite, if all states of $C$ have stuttering successors, there must exist a stuttering loop inside $C$. Hence, $c$ is divergent due to Lemma 2; and this is a contradiction, since we assume that $c$ is non-divergent.

Let $D_0$ denote the set of states $c' \in C$ such that initially, $\text{Divergent}[c'] = 0$. Notice that Algorithm 2 changes the $\text{Divergent}$ value of states. Let $D_0$ denote
the set of states of \( \mathcal{C} \) such that currently, their \textit{Divergent} values are 0. Initially, \( D_0 = D_0 \).

Consider the set of direct predecessors of \( D_0 \). We claim that there must exist a state \( c'' \) in this set of predecessors such that initially, \( \text{Divergent}[c''] \) is equal to the number of its successors \( c' \) with \( \text{Divergent}[c'] = 0 \), i.e., \( \text{Divergent}[c''] = |\{ c' \in \text{Succ}(\mathcal{A}, c'') \mid c' \sim V c'' \land \text{Divergent}[c'] = 0 \}| \). If not, the contradiction occurs by the same argument, i.e., there exists a stuttering loop. Let \( D_1 \) denote the set of direct predecessors \( c'' \) of \( D_0 \) such that initially, \( \text{Divergent}[c''] = 1 \). According to the algorithm, the \textit{Divergent} values of states in \( D_1 \) are decreased by 1. Thus, after a few iterations, the \textit{Divergent} values of all states in \( D_1 \) become 0, i.e., \( D_0 = D_0 \cup D_1 \).

Therefore, by a similar argument, the \textit{Divergent} values of other states, e.g., the predecessors of \( D_0 \) with the \textit{Divergent} value 2, also become 0; and so on. The set \( D_0 \) gradually grows, and at the termination, \( D_0 = \mathcal{C} \). Therefore, when the algorithm terminates, if \( c \) is non-divergent, \( \text{Divergent}[c] = 0 \). This is also equivalent that if \( \text{Divergent}[c] \neq 0 \), \( c \) is divergent.

Notice that the two queues \( Q \) and \( \text{Non}_\text{Diver}_Q \) ensure that each state and each edge of \( \mathcal{A} \) are processed at most once in each \textit{while} loop. Thus, the time complexity of Algorithm 2 is linear in the size of \( \mathcal{A} \).

\( \square \)

**Step 3:** Step 3.1.1 is implemented via a classical \textit{cycle-detection} algorithm based on depth-first search. The initial state of a lasso is also the initial state of the Kripke structure. The algorithm essentially proceeds by picking arbitrary next steps, and terminates when it hits a state that was picked before.

---

**Algorithm 3: Lasso \( T \) of \( \mathcal{A} \)**

\[
\text{for all states } c \in \mathcal{S} \text{ do } \text{Visit}[c] := \text{false}; \\
index := 0; \\
current := \text{init}_\text{state}; \\
\text{for (; ; ) do} \\
\quad T[index] := current; \quad \text{// Implement } T \text{ as an array} \\
\quad index := index + 1; \\
\quad \text{if } \text{Visit}[current] = \text{true} \text{ then break;} \\
\quad \text{Visit}[current] := \text{true}; \\
\quad current := \text{some state } c \in \text{Succ}(\mathcal{A}, current); \\
\text{return}(T, \text{position of } current \text{ in } T); \\
\]

In Algorithm 3, we use a map \( \text{Visit} \) to indicate the visited states of \( \mathcal{A} \), i.e.,
Visit[current] = true indicates that current has been visited before. Clearly, Algorithm 3 returns a trace of $A$. Moreover, it always terminates, since $A$ is finite and there is a self-loop at every final state.

Step 3.1.2 is done via the standard strong bisimulation reduction [17]. For example, the minimal form of a lasso $abb(cb)^\omega$ is $a(bc)^\omega$. This minimal lasso is called the witness trace. Except the final state, all states of the witness trace are set to be non-divergent.

Step 3.2 checks stuttering trace equivalence between a Kripke structure $A$ and the witness trace $T$ by checking if there exists a functional bisimulation between them, i.e., a bisimulation that is a function, thus mapping each state in $A$ to a single state in $T$. This is done by exploring the state space of $A$ in a breadth-first search and building the mapping $Map$ during exploration. We name each state in $T$ by a unique symbol $u \in U$, i.e., $u_i$ denotes $T_i$. Let $\text{Succ}(T, u)$ denote the successor of $u$ on $T$.

We map the initial state of $A$ to $u_0$, i.e., $Map[\text{init\_state}] = u_0$ (line 4 in Algorithm 4). Each iteration of the algorithm examines the successors of the state stored in the variable current (lines 6-8). Assume that $Map[current]$ is $u$, consider a successor $c \in \text{Succ}(A, current)$. The potential_map of $c$ is $u$ if $\text{current} \rightarrow c$ is a stuttering transition; otherwise, it is $\text{Succ}(T, u)$ (line 9). The algorithm returns false, i.e., $\text{continue} = false$, if (i) $c$ and potential_map have different valuations, (ii) $c$ and potential_map have different divergent values, or (iii) $c$ has been checked before, but its mapped state is not potential_map (line 10, 11, and 13).

If none of these cases occurs, and $c$ was not checked before, $c$ is added to $Q$, and mapped to potential_map (line 12). Basically, a state $c$ of $A$ is mapped to $u$, i.e., $Map[c] = u$, iff the trace from the initial state to state $c$ in $A$ and the prefix of $T$ up to $u$ are stuttering equivalent.

In the algorithm, final($A, c$) denotes that $c$ is a final state in $A$; and final($T, u$) denotes that $u$ is the final state in $T$. Algorithm 4 also uses a queue $Q$ of frontier states. The termination of Algorithm 4 follows the termination of BFS over a finite $A$.

---Algorithm 4: All-Trace Stuttering Equivalence ($A$, $T$)---

1. for all states $c \in S$ do $Map[c] := \bot$;
2. continue := true;
3. $Q := \text{empty\_queue}();$ enqueue($Q, \text{init\_state}$);
4. $Map[\text{init\_state}] := u_0;$ // $u_0$ is $T_0$
5. while !empty($Q$) \& continue do
6. current := dequeue($Q$);
Example 5.1 Figure 5.1 illustrates Step 1 - Step 3.1 on a Kripke structure $\mathcal{A}$ consisting of 10 states, numbered from 0 to 9. Step 1 shows a projection of $\mathcal{A}$ on a low variable $l$ where the symbols $a$, $b$, $c$ etc. denote state contents, i.e., states with the same value of $l$ are represented by the same symbol. Step 2 identifies divergent states by $\ast$. Step 3.1 takes an arbitrary trace of $\mathcal{A}$, and then minimizes it. Each state of the witness trace $T$ is denoted by a unique symbol $u_i$. Figure 5.2 illustrates Step 3.2. Initially, all states of $\mathcal{A}$ are mapped to a special symbol $\perp$ that indicates unchecked states. To keep states readable, we skip the valuation. Next, state 0 is enqueued, and mapped to $u_0$. In the next step, the algorithm examines all unchecked successors of state 0, i.e., states 1, 2, 3. Each of them follows a non-stuttering step, thus their potential maps are all $u_1$. State 1 is divergent while potential_map is not, thus, continue = false.
SSOD-1K fails, since there exists a trace that stutters in state 1 forever, and thus, $A$ and $T$ are not stuttering trace equivalent. The algorithm terminates.

As a first step towards proving correctness, we prove that Algorithm 4 ensures the following loop invariant.

**Theorem 5.2** Algorithm 4 preserves the following loop invariant Inv:

If $continue$, then $\forall c \in S$ such that $\text{Map}[c] = u$, the trace from $\text{init}_state$ to $c$ and the prefix of $T$ up to $u$ are stuttering equivalent, and if $\neg continue$, then there exists a trace of $A$ that is not stuttering equivalent to $T$.

**Proof:** Clearly, Inv holds upon the first entry of the loop, since initially, $continue$ holds, and only $\text{init}_state$ is mapped to the initial state of $T$, i.e., $u_0$.

We show that the invariant is preserved by every iteration of the loop. Assume that $Stm$ holds before the loop body. If $continue$ does not hold, then the loop is not executed, and the algorithm ends. The invariant is preserved.

Otherwise, $continue$ holds. The invariant before the loop body states that the trace from $\text{init}_state$ to $current$ and the prefix of $T$ up to $u$ are stuttering equivalent. Now consider a successor $c$ of $current$. We distinguish the following cases:

**Case** $c \not\sim_V u$ and $c \not\sim_V \text{Succ}(T, u)$. Let $\text{potential}_map$ denote the mapping candidate of $c$. It is $u$ if $c \sim_V \text{current}$; otherwise, it is $\text{Succ}(T, u)$. If $c \not\sim_V u$
and $c \not{\preceq}_V \text{Succ}(T, u)$, then $c \not{\preceq}_V \text{potential\_map}$. Thus, \textit{continue} becomes false. The invariant is preserved, since any trace that goes from \textit{current} to $c$ is not stuttering equivalent to $T$.

\textbf{Case} $c \sim_V u$ or $c \sim_V \text{Succ}(T, u)$. Thus, $c \sim_V \text{potential\_map}$. Now, we consider the following cases:

\textbf{Case} \textit{Divergent}\,[c] \neq \textit{Divergent}[\text{potential\_map}]. If $c$ is a divergent state of $A$, then there must be a trace that stutters in $c$ forever, while $T$ can evolve from \textit{potential\_map} to a state with a different valuation (or vice versa). Thus, these two traces are not stuttering equivalent. Hence, \textit{continue} becomes false; and the invariant is preserved.

\textbf{Case} \textit{Divergent}\,[c] = \textit{Divergent}[\text{potential\_map}].

\textbf{Case} $c$ \textit{is unchecked}. Thus, $\text{Map}[c] = \bot$. State $c$ is added to $Q$, and becomes a frontier state. Moreover, it is mapped to \textit{potential\_map}. It is easy to see that the trace from \textit{init\_state} to $c$ and the prefix of $T$ up to \textit{potential\_map} are stuttering equivalent. Hence, the invariant is preserved.

\textbf{Case} $c$ \textit{is checked before}. Thus, $\text{Map}[c] \neq \bot$.

\textbf{Case} $\text{Map}[c] = \text{potential\_map}$. State $c$ has been explored before; the algorithm does not explore it further. Since \textit{continue} and \text{Map} are not updated, the invariant is preserved.

\textbf{Case} $\text{Map}[c] \neq \text{potential\_map}$. Thus, \textit{continue} becomes false. The invariant is preserved, since there exist two traces that both lead to $c$ and in these two traces, $c$ is mapped to two different states of $T$; thus, one of these two trace is not stuttering equivalent to $T$.

\hfill \Box

\textbf{Theorem 5.3} \textit{Algorithm 4 returns true iff there exists a functional bisimulation between $A$ and $T$.}

\textbf{Proof:} If Algorithm 4 returns \textit{false}, it follows directly from the invariant that no functional bisimulation exists. If it returns \textit{true}, due to the loop invariant, we can conclude that for any trace of $A$, e.g., $T1$, there exists a prefix of the witness $T$ that is stuttering equivalent to $T1$. We show that $T1$ is actually stuttering equivalent to the whole $T$. 

Case $T_1$ ends with a final state $c$. Assume that Algorithm 4 maps $c$ to potential map. Since the algorithm is divergent-sensitive, and in the witness trace $T$, the only divergent state is the final state, thus potential map is also the final state of $T$. Therefore, $T_1$ and $T$ are stuttering equivalent.

Case $T_1$ ends with a non-stuttering loop that starts and ends in state $c$. Thus, state $c$ is investigated twice, and in the second visit, its corresponding mapped state (of $T$) must be the same as its mapped state in the first visit; otherwise, the algorithm returned false. Hence, the $c$'s mapped state is also the start and end of a loop that terminates $T$. Thus, $T_1$ and $T$ are stuttering equivalent.

Notice that our definition of scheduler-independent observational determinism can also be verified via Algorithm 1. First, we project both $A_\delta$ and $A'_\delta$ (modeling the program executions starting in two initial low-equivalent states $I$ and $I'$) on the set $L$, yielding $A_\delta|_L$ and $A'_\delta|_L$. Next, we combine $A_\delta|_L$ and $A'_\delta|_L$ together, yielding $A^+_\delta|_L$, and then apply Step 2 and Step 3 of Algorithm 1.

### 5.3.2 Overall complexity

Step 1 labels every state of $\mathcal{A}$ by the value of $l$ in that state. This is done in time complexity $O(n)$, where $n$ is the number of states of $\mathcal{A}$. Step 2 is based on BFS, thus its time complexity is $O(n+m)$, where $m$ is the number of transitions of $\mathcal{A}$. The time complexity of Step 3.1 to find a witness trace is $O(m)$. The core of Step 3.2 is also BFS, whose running time is $O(n+m)$. Therefore, for a single low variable $l$, the total time complexity of the verification of SSOD-1K is linear in the size of $\mathcal{A}$, i.e., $O(n+m)$, and for any initial state, the total complexity of the verification (for all $l \in L$) is $|L|O(n+m)$. If we put restrictions on the initial inputs, i.e., the number of initial states is finite, the verification of SSOD-1K is feasible in practice (see Chapter 7).

### 5.4 Verification of SSOD-2K

SSOD-2K requires that, given two Kripke structures $\mathcal{A}_\delta$ and $\mathcal{A}'_\delta$ that model the executions of a program $C$ from any two initial low-equivalent states $I$ and $I'$, if we project them on the set of low variables $L$, $\mathcal{A}_\delta|_L$ and $\mathcal{A}'_\delta|_L$ are stuttering trace equivalent.
To verify SSOD-2, our algorithm first transforms Kripke structures into two equivalent ones, without stuttering steps, and then determinizes them\(^1\). It is well-known that, for deterministic and stuttering-free Kripke structures, trace equivalence and strong bisimilarity coincide [36].

### 5.4.1 Algorithm

We verify SSOD-2K by combining several existing algorithms.

---

**Algorithm 5: SSOD-2K**

1. Project both \(A_\delta\) and \(A'_\delta\) (modeling the executions starting in \(I\) and \(I'\)) on the set \(L\), yielding \(A_\delta|_L\) and \(A'_\delta|_L\).
2. Remove all stuttering steps from \(A_\delta|_L\) and \(A'_\delta|_L\), yielding stuttering-free Kripke structures \(A_{sf}\delta|_L\) and \(A'_{sf}\delta|_L\).
3. Re-establish self-loops for final states of \(A_{sf}\delta|_L\) and \(A'_{sf}\delta|_L\).
4. Determinize \(A_{sf}\delta|_L\) and \(A'_{sf}\delta|_L\), yielding deterministic stuttering-free \(R\delta|_L\) and \(R'\delta|_L\).
5. Combine \(R\delta|_L\) and \(R'\delta|_L\), yielding \(R^+\delta|_L\), and then compute all bisimilarity equivalence classes of \(R^+\delta|_L\).
6. Check if \(I\) and \(I'\) are in the same bisimilarity equivalence class.

---

**Step 1** is done by labeling every state of a Kripke structure with the set of low values \(L\) in that state. To remove the stuttering steps in **Step 2**, we compute the stuttering closure of each state, using the standard all-pair shortest path algorithm [33], and then collapse these components into a single state. To ensure that the transition relation remains non-blocking, **Step 3** re-establishes the self-loops for final states. Notice that \(A\) and \(A_{sf}\) are stuttering trace equivalent, since traces of \(A_{sf}\) are traces of \(A\), but all stuttering steps in traces have been removed.

The determinization of a Kripke structure in **Step 4** is obtained via the well-known subset construction. Due to the property of determinization of finite automata, \(A_{sf}\) and \(R\) are trace equivalent. Notice that the determinization is based on low events, i.e., operations of changing the values of low variables. Thus, a state of \(R\) is a group of states in the original Kripke structure \(A\) that are reached via the same low operation. Therefore, states of \(R\) have the same label as their inside component states.

---

\(^1\)We refer to the determinization concept in automata theory [44].
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Step 5: Computing bisimilarity equivalence classes. For deterministic stuttering-free Kripke structures, trace equivalence and strong bisimilarity coincide. To verify strong bisimilarity of $\mathcal{R}$ and $\mathcal{R}'$, we first take the union of state spaces of the two Kripke structures, denoted $\mathcal{R}^+$, and use the classic algorithm for computing bisimilarity by Paige and Tarjan [71]. This is a standard algorithm, and readers can refer to [71] for a detailed description of the algorithm. However, since this step strongly relates to the chapter where we synthesize attacks for insecure programs, we represent briefly the algorithm’s main idea.

The algorithm for computing bisimilarity equivalence classes exploits the well-known partition-refinement technique [71]. The main idea of this technique is to partition the state space into disjoint blocks of states, and repeatedly refine this partition: whenever we find that states of a block are not equivalent, we split the block into separate blocks. If the partition is stable, i.e., it is not necessary to refine it further, we terminate.

A partition $\mathcal{P}$ of $S$ is a collection $\{Q_i\}_{i \in I}$ of nonempty subsets of $S$ such that $\bigcup_{i} Q_i = S$ and for any $i' \neq i : Q_{i'} \cap Q_i = \emptyset$. The elements of a partition are called blocks. Given a partition $\mathcal{P}$, we say that another partition $\mathcal{P}'$ refines $\mathcal{P}$, if any block of $\mathcal{P}'$ is included in a block of $\mathcal{P}$. We define $\mathcal{P}$-equivalence as follows: $c \sim_{\mathcal{P}} c' \iff \exists Q \in \mathcal{P}. c \in Q \land c' \in Q$, i.e., intuitively, $c$ and $c'$ are in the same block.

The initial partition $\mathcal{P}_0$ is constructed by categorizing states with the same valuation into blocks, i.e., $c \sim_{\mathcal{P}_0} c' \iff V(c) = V(c')$. In the refinement step, we split a block $Q$ into two disjoint subblocks, one collects all states that are able to reach another block $Q'$, while the other collects all states that cannot reach $Q'$. In this case, we call $Q'$ a splitter of $Q$. Partition $\mathcal{P}$ is stable w.r.t. a block $Q'$ if there is no block $Q \in \mathcal{P}$ such that $Q'$ is a splitter of $Q$. $\mathcal{P}$ is stable if it is stable w.r.t. all its blocks.

Step 6: Inclusion check. Finally, we check if two initial states $I$ and $I'$ are in the same bisimilarity equivalence class. This will indirectly answer whether $\mathcal{R}_{\delta|_L}$ and $\mathcal{R}'_{\delta|_L}$ are bisimilar, i.e., they are bisimilar if two initial states fall into the same block, otherwise they are not.

5.4.2 Overall complexity

The stuttering closures in Step 2 can be computed in $O(n^3)$ using the all-pair shortest path algorithm. However, improved algorithms for doing so run in $O(n^{2.376})$ [32].
The algorithm by Paige and Tarjan computes the partition corresponding to strong bisimilarity in $O(m \cdot \log n)$ [71]. Thus, the complexity of verifying SSOD-2K is dominated by the determinization in Step 4, which is exponential in the number of states. However, Melichar et al [63] shows that the exponential complexity of determinization is often reached in only the extreme cases. The average complexity is mostly far lower than exponential. In [59], Lamperti et al introduce an algorithm called incremental subset construction for determinizing a non-deterministic finite automata that is far more efficient than the traditional determinization by subset construction. Therefore, we believe that the verification of SSOD-2K is feasible in practice.

5.5 Verification of SSPOD-1

Following this algorithmic approach, this section discusses how the algorithms to verify SSOD can be adapted to verify SSPOD, a secure information flow property in the probabilistic context.

5.5.1 Algorithm

Given a program $C$, and a scheduler $\delta$, SSPOD-1 requires that after projecting $A_\delta$ on any low variable $l$, all traces that do not stutter forever in a non-final stuttering loop must be stuttering equivalent with probability 1. Thus, the verification of SSPOD-1 can be done via the following algorithm. Concretely, for each $l \in L$, we carry out the following steps.

---Algorithm 6: SSPOD-1 on $l$$---$

1: Project $A_\delta$ on $l$, yielding $A_\delta|_l$.
2: Remove all stuttering loops in $A_\delta|_l$.
3: Re-establish self-loops for final states of $A_\delta|_l$. This yields a stuttering-loop free PKS, denoted $R_\delta|_l$.
4: Check whether all traces of $R_\delta|_l$ are stuttering equivalent by:

\[4.1\] Choose a witness trace by:

\[4.1.1\] Take an arbitrary lasso $T$ of $R_\delta|_l$.
\[4.1.2\] Remove stuttering steps and minimize $T$ by strong bisimulation reduction.

\[4.2\] Check stuttering trace equivalence between $R_\delta|_l$ and $T$ by checking if there exists a functional bisimulation between them.
We assume that data domains are finite, and schedulers use finite memory. Thus, Algorithm 6 works only on finite fully probabilistic PKSs — all determinism has been resolved by the scheduler — which can be viewed as Markov chains.

Algorithm 6 works, since we transform the probabilistic SSPOD-1 property into a possibilistic one. Key insight is that the probability of a trace that stutters forever in a non-final stuttering loop is 0. Therefore, after removing all non-final stuttering loops, it is sufficient to determine whether all traces are stuttering equivalent. Notice that a stuttering loop is non-final if it contains at least a state with an outgoing transition that can reach a non-equivalent state.

To perform Step 1, we label every state with the value of \( l \) in that state. To remove the stuttering loops in Step 2, we use a classical algorithm for finding strongly connected components w.r.t. stuttering steps [1], and collapse these components into a single state. To ensure that the transition relation remains non-blocking, Step 3 re-establishes self-loops for final states. Step 4.1.1 and Step 4.1.2 are the same as the corresponding ones of Algorithm 1 to verify SSOD-1K.

Step 4.2 checks stuttering trace equivalence between a PKS \( A \) and the witness trace \( T \) by checking if there exists a functional bisimulation between them. Similarly to the verification of SSOD-1K, this is done by exploring the state space of \( A \), and building the mapping \( \text{Map} \) during the exploration. The main difference between the following algorithm (Algorithm 7) and Algorithm 4 is that in Algorithm 7, we do not check the divergent property of states, since Step 2 of Algorithm 6 has removed all of them, except the final states. Thus, in Algorithm 7, instead, we check whether a state is a final state or not.

Consider a state \( c \) and its potential_map. The algorithm returns false, i.e., continue = false, if (i) \( c \) and potential_map have different valuations, (ii) \( c \) is a final state of \( A \), while potential_map is not the final state of \( T \), or (iii) \( c \) has been checked before, but its mapped state is not potential_map. If none of these cases occurs, and \( c \) was not checked before, \( c \) is added to \( Q \), and mapped to potential_map.

Algorithm 7: All-Trace Stuttering Equivalence(\( A, T \)) (SSPOD version)

\[
\begin{align*}
\text{for all states } c \in S & \text{ do } \text{Map}[c] := \bot; \\
\text{continue} & := true; \\
Q & := \text{empty\_queue}(); \text{enqueue}(Q, \text{init\_state}); \\
\text{Map}[\text{init\_state}] & := u_0; \quad // \ u_0 \text{ is } T_0 \\
\text{while } \neg \text{empty}(Q) \land \text{continue} & \text{ do}
\end{align*}
\]
current := dequeue(Q);

u := Map[current];

for all states c ∈ Succ(A, current) do

    potential_map := (c ∼ current) ? u : Succ(T, u);

    case c ∼ V potential_map → continue := false;
        | final(A, c) ∧ ¬final(T, potential_map) → continue := false;
        | Map[c] = ⊥ → enqueue(Q, c);
        | Map[c] := potential_map;

    return continue;

Example 5.2 Figure 5.3 illustrates Step 1 - Step 4.1 on a PKS $A$ consisting of 10 states. Step 1 projects $A$ on a low variable $l$. Step 2 removes all stuttering loops, while Step 3 re-establishes self-loops for final states. Step 4.1 takes an arbitrary trace of $A$ and then minimizes it. Each state of the witness trace $T$ is denoted by a unique symbol $u_i$. Figure 5.4 illustrates Step 4.2. Initially, all states of $A$ are mapped to a special symbol $\bot$. Next, state 0 is enqueued, and mapped to $u_0$. Next, Algorithm 7 examines all unchecked successors of state 0, i.e., states 1, 2, 3. Each of them follows a non-stuttering step; thus their potential maps are all $u_1$. Since states 1, 2, and 3 have the same valuation as potential_map, i.e., $b$, they are all enqueued, and mapped to $u_1$. Next, the successor of state 1, i.e., state 4, is considered. The transition $1 \rightarrow 4$ is non-stuttering; thus potential_map = $u_2$. State 4 has the same valuation as potential_map, but it is a final state of $A$, while potential_map is not the final state of $T$. Therefore, continue = false. The PKS $A$ and the witness trace $T$ are not stuttering trace equivalent, since there exists a trace that stutters in state 4 forever. Hence, the algorithm terminates.

Before proving the correctness of Algorithm 7, we first discuss its loop invariant.

Theorem 5.4 Algorithm 7 preserves the following loop invariant:

If continue, then $\forall c ∈ S$ such that $Map[c] = u$, the trace from init_state to $c$ and the prefix of $T$ up to $u$ are stuttering equivalent, and if $¬continue$, then there exists a trace of $A$ that is not stuttering equivalent to $T$.

Proof: The proof of this theorem and the one we gave for Theorem 5.2 on page 75 are very much the same. However, instead of checking the divergent
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Figure 5.3: Step 1 - Step 4.1 of Algorithm 6
Figure 5.4: Step 4.2 of Algorithm 6
property as in the proof for Theorem 5.2, we check whether \( c \) is a final state while potential\_map is not. That is:

**Case** final\((A, c) \land \neg\text{final}(T, \text{potential\_map})\). Thus, continue becomes false. The invariant is preserved, since if \( c \) is a final state of \( A \), then there must be a trace that stutters in \( c \) forever, while \( T \) can make a step from potential\_map to another state with a different valuation, due to the fact that \( T \) is stuttering-free.

Notice that in case \( c \sim_V \text{potential\_map} \), and \( c \) is not a final state while potential\_map is, the check still continues, since the traces of \( A \) are not stuttering-free, and the trace from the initial state to \( c \) is still stuttering equivalent to \( T \).

\(\square\)

**Theorem 5.5** Algorithm 7 returns true iff there exists a bisimulation between a PKS \( A \) and \( T \).

**Proof:** See the proof for Theorem 5.3 on page 76. \(\square\)

### 5.5.2 Overall correctness

Step 1 only changes the state labels of a PKS. Thus, the probability space of the PKS is unchanged. Hence, after projecting \( A_\delta \) on \( l \), we can reformulate SSPOD-1 in terms of \( A_{\delta\mid l} \). Let \((\Omega, \mathcal{F}, P_{\delta,l})\) denote the probability space of \( A_{\delta\mid l} \). First, we reformulate SSPOD-1, which talks about the traces of \( A_\delta \), in terms of the traces of the projected \( A_{\delta,l} \).

**Theorem 5.6** For any \( l \in L \), and for a set of traces \( X \in \mathcal{F} \) that are closed under stuttering equivalence, if \( P_{\delta,l}[X] = 1 \) or \( P_{\delta,l}[X] = 0 \), then SSPOD-1 holds.

**Proof:** Let \( T \) be a trace of \( A_\delta \), and let \( T\mid_l \) denote the projection of \( T \) on \( l \). First, notice that \( \{T\mid_l \mid T \in \text{Trace}(A_\delta)\} = \text{Trace}(A_{\delta\mid l}) \). Let \( X \subseteq \text{Trace}(A_\delta) \) such that \( X \) is closed under stuttering equivalence w.r.t. \( l \). Clearly, also \( X \subseteq \text{Trace}(A_{\delta\mid l}) \), and \( X \) is closed under stuttering equivalence. Moreover, the probability space of \( A_\delta \) is preserved under the projection on \( l \). Thus, if for any \( l \), \( P_{\delta,l}[X] = 1 \) or \( P_{\delta,l}[X] = 0 \), then \( P_\delta[X] = 1 \) or \( P_\delta[X] = 0 \), respectively. Thus, SSPOD-1 holds. \(\square\)

The key step (Step 2) of Algorithm 6 is the reduction of a probabilistic property to a non-probabilistic property, i.e., after removing all stuttering loops — removing all sets of traces \( X \) such that \( X \) stutters forever, and \( P_{\delta,l}[X] = 0 \) —
if all traces of $A_{\delta\mid l}$ are stuttering equivalent, then $P_{\delta, l}[X] = 1$. Thus, SSPOD-1 holds. The correctness of this step follows from a result from Baier and Kwiatkowska [14]:

whenever all fair traces of a PKS fulfill a certain property $\varphi$, then $\varphi$ holds with probability 1.

In our context, we define the fairness of traces w.r.t. non-stuttering transitions. A non-stuttering transition is enabled in a state $T_i$ iff there exists a finite sequence of transitions from $T_i$ that leads to $T_j$ such that $V(T_j) \neq V(T_i)$. A non-stuttering transition is said to be taken in a state $T_i$ of $T$ iff $\exists j > 0. T_i \neq T_{i+j}$. A trace is strongly fair w.r.t. non-stuttering transitions if given that a non-stuttering transition is enabled infinitely often, it is taken infinitely often. Thus, a trace that stutters in a non-final stuttering loop forever is unfair. Let $\text{Fair}(A)$ denote the set of fair traces of $\text{Trace}(A)$. Applying the result from [14], we obtain:

**Theorem 5.7** Given a finite $A_{\delta\mid l}$. Consider a set of traces $X \in F$ that are closed under stuttering equivalence, and do not stutter forever in a non-final stuttering loop, if $\forall T, T \prime \in \text{Fair}(A_{\delta\mid l}). T \sim T \prime$, then $P_{\delta, l}[X] = 1$.

We show that after removing all stuttering loops, and re-establishing self-loops for final states, the set of fair traces of $A$ is preserved.

**Theorem 5.8** Given a PKS $A$. Let $R$ denote the PKS that is obtained after removing all stuttering loops, and re-establishing self-loops for final states, $\text{Fair}(A) = \text{Trace}(R)$.

**Proof:** Let $\text{Loop}$ be a non-final stuttering loop of $A$. Since $\text{Loop}$ is non-final, it contains at least a state with an outgoing transition that leads to a non-stuttering transition. From the definition of fair traces, any $T$ that is trapped in $\text{Loop}$ forever is unfair. Hence, removing all stuttering loops, and re-establishing self-loops for final states, preserve the set of fair traces of $A$. □

Combining these results, we obtain:

**Theorem 5.9** For any $l \in L$, if all traces of $R_{\delta\mid l}$ are stuttering equivalent, then SSPOD-1 holds.
5.5.3 Overall complexity

Step 1 labels every state of $A$ by the value of $l$ in that state. This is done in time complexity $O(n)$, where $n$ is the number of states of $A$. Step 2 uses an $O(m)$-algorithm to find the strongly connected components, where $m$ is the number of transitions of $A$. The time complexity of Step 4.1 is also $O(m)$. The core of Step 4.2 is the BFS algorithm, whose running time is $O(n + m)$. Therefore, for a single low variable $l$, the total time complexity of the verification is linear in the size of $A$, i.e., $O(n + m)$, and for any initial state, the total complexity of the verification of SSPOD-1 (for all $l \in L$) is $|L| \cdot O(n + m)$.

5.6 Verification of SSPOD-2

5.6.1 Algorithm

SSPOD-2 states that, given a program $C$, for any two initial low-equivalent states $I$ and $I'$, if we project on the set of low variables $L$, the probabilistic languages arising from the executions of $I$ and $I'$ should be the same. A number of efficient algorithms for checking equivalence between probabilistic languages have been developed, the classical ones in [27, 89], and the improved variants in [35, 52]. However, none of the existing algorithms exactly fit our purposes, since either they do not abstract from stuttering steps [89, 35, 52], or they consider a different variation of probabilistic language inclusion [27].

Therefore, to verify SSPOD-2, our algorithm first transforms the PKS into an equivalent one, without stuttering steps, and then we use an efficient algorithm from Kiefer et al. [52] to check probabilistic-language equivalence. Concretely, we carry out the following steps.

---

Algorithm 8: SSPOD-2

1: Project both $A_\delta$ and $A'_\delta$ on the set $L$, yielding $A_{\delta|L}$ and $A'_{\delta|L}$.
2: Remove all stuttering steps from $A_{\delta|L}$ and $A'_{\delta|L}$, yielding stuttering-free PKSs $R_{\delta|L}$ and $R'_{\delta|L}$.
3: Check the equivalence of the stuttering-free probabilistic languages between $R_{\delta|L}$ and $R'_{\delta|L}$, using Kiefer et al. [52].

---

Step 1 and Step 2 of this algorithm are just the same as the ones of Algorithm 5 to verify SSOD-2K. To make this thesis self-contained, we present the main idea of the algorithm to check the equivalence of stuttering-free probabilistic languages in Step 3 [52]. The basic idea of this algorithm is based on a
result from [74]:

Two probabilistic automata with a combined number of states $n$ are equivalent iff they have the same $n$-bounded language, i.e., each word of length at most $n$ is accepted with the same probability by both probabilistic automata, where each word denotes a sequence of computational operations.

Thus, we can represent the $n$-bounded language of a PKS by a polynomial in which each monomial presents an input word of the language, and the coefficient of the monomial represents the weight of the word, i.e., the probability of the execution of that sequence of operations. Two PKSs have the same probabilistic language iff both polynomials yield the same value for any word that is chosen independently and randomly. This method reduces a language equivalence problem to a polynomial identity testing.

Following this algorithm, we extend the notion of a PKS with a non-empty set of alphabet $E$, where each alphabet symbol $\sigma \in E$ denotes a computation operation that results in a state change. Let $n$ denote the number of states of a stuttering-free PKS $R$. We assign to each alphabet symbol $\sigma \in E$ a transition matrix $M$ of size $n \times n$, where $M(\sigma)[i,j]$ is the probability that $R$ moves from state $c_i$ to state $c_j$ after executing $\sigma$. Let $\alpha$ denote an initial (row) vector of size $n$, i.e., setting $\alpha = (1,0,\ldots,0)$ to represent the initial state of $R$. To present final states, we use $n$-dimensional (column) vectors $\eta$ such that $\eta[i] = 1$ if $c_i$ is a final state, and 0 otherwise.

The PKS $R$ assigns each word $w = \sigma_1 \cdots \sigma_k$ a weight $R(w)$, where $R(w) = \alpha \cdot M(\sigma_0) \cdots M(\sigma_k) \cdot \eta$. Two PKSs $R$ and $R'$ over the same alphabet $E$ are said to be probabilistic-language equivalent iff $R(w) = R'(w)$ for any word $w \in E^*$. Given two PKSs $R$ and $R'$, where $n$ and $n'$ are their numbers of states, respectively. Let $\mathbf{x} = \{x_{\sigma,i} : \sigma \in E, 0 \leq i < n + n'\}$ be a family of variables. Each monomial $x_{\sigma_1,1} x_{\sigma_2,2} \cdots x_{\sigma_k,k}$ is associated with a word $w = \sigma_1 \cdots \sigma_k$ of length $k \leq n + n'$. Kiefer et al. represent the $n + n'$-bounded language of $R$ by a polynomial $P(R)(\mathbf{x})$, as follows.

$$P(R)(\mathbf{x}) = \sum_{k=0}^{n+n'} \sum_{w \in E^k} R(w) \cdot x_{\sigma_1,1} x_{\sigma_2,2} \cdots x_{\sigma_k,k}$$

The polynomial $P(R')(\mathbf{x})$ is defined similarly. Thus, $P(R) \equiv P(R')$ iff $R$ and $R'$ are probabilistic-language equivalent [52].

To test the equivalence of $P(R)$ and $P(R')$, the algorithm selects a value for each variable $x_{\sigma_i,i}$ independently and uniformly at random from a set of rationals of size $K(n + n') - K$ is a constant. If $P(R) \equiv P(R')$, then both polynomials
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will yield the same value. Otherwise, if $P(R) \neq P(R')$, the polynomials will yield different values with probability at least $\frac{K-1}{K}$. Notice that the following algorithm is in a backward direction, starting with the final state vector $\eta$ and pre-multiplying by transition matrices. Readers can refer to [52] for the proof of correctness.

Algorithm 9: Probabilistic Language Equivalence ($\mathcal{R}, \mathcal{R}'$)

``` pseudocode
if $\alpha \cdot \eta \neq \alpha' \cdot \eta'$ then
    return: $\mathcal{R}$ and $\mathcal{R}'$ are not equivalent;

$\nu := \eta$; $\nu' := \eta'$;
for $i$ from 1 to $n + n'$ do
    Choose a random vector $r \in \{1, 2, \ldots, K(n + n')\}$
    $\nu := \sum_{\sigma \in E} r_{\sigma} \cdot M(\sigma) \cdot \nu$;
    $\nu' := \sum_{\sigma \in E} r_{\sigma} \cdot M'(\sigma) \cdot \nu'$;
    if $\alpha \cdot \nu \neq \alpha' \cdot \nu'$ then
        return: $\exists w$ with length $i$ such that $\mathcal{R}(w) \neq \mathcal{R}'(w)$;

return: $\mathcal{R}$ and $\mathcal{R}'$ are equivalent with probability at least $\frac{K-1}{K}$;
```

5.6.2 Overall correctness

After projecting both $A_\delta$ and $A'_\delta$ on $L$, we can reformulate SSPOD-2 in terms of $A_\delta|_L$ and $A'_\delta|_L$. Let $(\Omega, F, P_\delta|_L)$ and $(\Omega, F, P'_{\delta|_L})$ denote the probability space of $A_\delta|_L$ and $A'_\delta|_L$, respectively.

**Theorem 5.10** SSPOD-2 holds iff for all sets of traces $X \in F$ that are closed under stuttering equivalence, we have $P_\delta|_L[X] = P'_{\delta|_L}[X]$.

**Proof:** Step 1 labels states of a PKS by the set of $L$-values. The probability space of the PKS is unchanged after this step. Thus, let $X \subseteq \text{Trace}(A_\delta)$ such that $X$ is closed under stuttering equivalence w.r.t. $L$. Clearly, also $X \subseteq \text{Trace}(A'_\delta|_L)$, and $X$ is closed under stuttering equivalence. Moreover, $P_\delta|_L[X] = P'_{\delta|_L}[X]$. Thus, SSPOD-2 holds.

Let $\mathcal{R}$ denote a stuttering-free PKS obtained by applying Step 2 on a given $\mathcal{A}$. Let $Tr_\mathcal{A}$ and $Tr_\mathcal{R}$ be probabilistic transition functions of $\mathcal{A}$ and $\mathcal{R}$, respectively. Step 2 removes all stuttering steps by changing $Tr_\mathcal{A}$ to $Tr_\mathcal{R}$, given by the following equations.
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\[
Tr_R(c, c') = \begin{cases} 
Tr_A(c, c') & \text{if } V(c) \neq V(c') \\
\sum_{c'' : V(c) = V(c'')} Tr_A(c, c'') & \text{otherwise.}
\end{cases}
\]

Thus, for non-stuttering steps, \( Tr_A \) and \( Tr_R \) are the same; for stuttering steps, \( Tr_R \) accumulates the probabilities of moving to \( c' \) via some stuttering steps \( c \rightarrow c'' \). Thus, \( Tr_R \) transforms the transition probabilities of stuttering steps in \( A \) into the transition probabilities of non-stuttering steps in \( R \). Therefore, removing stuttering steps does not change the probabilities of sets of traces that are closed under stuttering equivalence.

**Theorem 5.11** Let \( X \in F \) be a set of traces that are closed under stuttering equivalence, then \( P_A[X] = P_R[X] \).

Combining all results, it is obvious that to check SSPOD-2, we can check for probabilistic language equivalence between \( R_\delta |_L \) and \( R'_\delta |_L \).

### 5.6.3 Overall complexity

Step 1 is done in time complexity \( O(n) \), where \( n \) is the number of states of two PKSs. Step 2 essentially calculates probability of reachability, and is defined as a system of \( n \) linear equations over \( n \) variables. This equation system can be solved in \( O(n^3) \). Step 3 can be done in \( O(nm) \), where \( m \) is the number of transitions [52]. Thus, the overall complexity is \( O(n^3) \) for each pair of initial states \( I \) and \( I' \).

### 5.7 Related work

This section reviews the existing approaches of analyzing information flow of multi-threaded programs, and compares them with our approach. Analyzing information flow of a program can be done dynamically or statically. Dynamic analysis attempts to analyze information flow within a program while it is executing. An interesting class of dynamic analysis is dynamic runtime monitoring [60, 81, 95, 40]. This approach follows the control flow of a program execution so that calculation of control dependences can be more accurate than other dynamic approaches. However, this approach is often computational and storage overhead, and also weak at identifying implicit information flows, in comparison with static analysis [78].
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In general, dynamic approaches do not precisely enforce the confidentiality property, e.g., noninterference, since (1) they only have information about how a program behaves in a single execution, while confidentiality is a property concerning all possible execution paths, and (2) they do not also have sufficient information to predict future steps of the execution. Recently, the improved dynamic approaches in [11, 12, 79, 13] show that the purely dynamic runtime monitoring can enforce termination-insensitive noninterference, i.e., noninterference that ignores information flow related to the termination behavior of the program. However, as argued in Section 3.2, a security property that does not consider termination leaks is weak, since termination leaks might be serious. Also notice that the termination behavior is hard to control dynamically [77]. Thus, to control this behavior, it is not surprising that a dynamic mechanism would have to be extremely conservative.

Static analysis, such as type systems, which attempts to analyze information flow prior to the program execution, avoids many problems associated with dynamic analysis. Static analysis also has the advantage of having much more information about the program behavior than what can be observed from a single execution, as in dynamic analysis. Another significant advantage of static techniques is their ability to accurately track implicit information flows.

In comparison between dynamic and static analysis, Russo et al. [77] show that dynamic information flow enforcement is only more permissive than static analysis in the flow-insensitive confidentiality properties. Notice that our properties are flow-sensitive. For flow-sensitive security properties, Russo et al. show that any purely dynamic monitor fails to be more permissive than type systems.

To verify confidentiality for multi-threaded programs, Zdancewic and Myers, Sabelfeld et al., Terauchi, Smith, Kobayashi, and Russo et al. [96, 80, 87, 82, 53, 76] use type systems. However, Sabelfeld et al., and Russo et al. consider explicitly the role of schedulers in their analysis. Russo et al. restrict the allowed interactions between threads and the scheduler; thus, this allows them to present a compositional security type system which guarantees confidentiality for a wide class of schedulers [76]. Notice that Russo et al. propose a security specification that is similar to noninterference, just considering final outcomes of the execution.

Type-based approaches are efficient, since they are often polynomial in the size of the program. However, as discussed before, they are not suited to verifying existential properties and stuttering equivalence, as in SSOD and SSPOD. Just as we expected, since the formalizations of SSOD and SSPOD are more complicated than other confidentiality properties discussed in Chapter 3, the verifications of our notions have higher worse-case complexity — due to the high
complexity of the verifications of SSOD-2 and SSPOD-2. However, if we apply our algorithmic techniques to verify other notions of observational determinism [96, 48, 87], which do not contain the existential properties, the time complexity is only linear in the size of the Kripke structure modeling the program.

Huisman et al. also characterize the information flow properties as temporal-logic formulas [48], based on self-composition. In particular, Huisman et al. characterize observational determinism in CTL*, using a special non-standard synchronous composition operator, and also in the polyadic modal μ-calculus (a variation of the modal μ-calculus) [48]. In later work, Huisman and Blondeel [45] have shown that this approach is feasible, by developing an encoding in Concurrency WorkBench, and applying this on several small examples. However, the encoding is very ad hoc, and this is not a general solution to the problem of efficiently verifying information flow properties, as in our approach.

The way self-composition is used in this chapter and in [48], with a temporal-logic characterization, also bears resemblance with temporal-logic characterizations of strong bisimulation [72].

Also based on the idea of self-composition, Darvas et al. [34] characterize non-interference by a general program logic. This paper shows that program logics based on simple safety and liveness properties are inadequate for this purpose. Thus, they propose to use dynamic logic. The feasibility of this approach is investigated by showing that a general purpose theorem proving tool for software verification, such as the KeY tool, can be used to analyze information flow of a program. Notice that dynamic logic is applicable only to sequential deterministic programs, where the information flow property considers only the final state of the execution.

Alur et al. [2] enrich the traditional tree model, whose paths correspond to possible executions of the system, with labeled edges that capture observational indistinguishability between nodes. They convert the tree into a Kripke structure, where both nodes and edges have labels, and interpret temporal logics over it. This enriched model is expressive enough to specify information flow properties in temporal logics. In this approach, a specification describes a set of correct trees; and thus, the verification of secrecy requirements of software systems reduces to a membership problem.

In later work, Černý and Alur [91] consider a weaker class of properties, so-called conditional confidentiality properties for sequential programs, and develop a sound automated analysis for this, based on a combination of under- and over-approximations. Basically, the proposed verification method analyzes a program to produce a logical formula that characterizes the confidentiality requirement. The resulting formula can be discharged by using existing SMT tools. The
5.8 Conclusions

This chapter discussed efficient algorithmic verifications of SSOD and SSPOD. The algorithmic method is based on a combination of novel and existing model-checking techniques, i.e., on techniques to check stuttering equivalence and practical impact of this work is illustrated by applying it on Java2ME.

Following the algorithmic approach, Gifhorn et al. [37] propose a verification method based on program dependence graphs to check observational determinism. A program dependence graph models information flow through a program, where nodes are program statements, and edges are data dependences or control dependences. This verification method has a rather high time complexity, i.e., $O(n^3)$, while our algorithm to check all-trace stuttering equivalence has a linear time complexity in the size of the graph modeling the program. Notice that the definition of observational determinism in this paper is very similar to SSPOD-1. However, in their approach, there is no global security classification of variables, i.e., a variable at one program point may contain a low value, but at another point a high value. Thus, their trace definition is based on low operations, i.e., read or write on a low variable, instead of low values as in the traditional approaches.

Finally, Van der Meyden and Zhang [90] develop algorithmic verification techniques on state-based models for a number of different noninterference notions, and characterize the computational complexity of the associated verification problems. This work also shows that noninterference in deterministic finite state systems can be reduced to a safety property; thus it is verifiable in polynomial time by existing model checkers.

Notice that Groote and Vaandrager [39] propose algorithms for the Relational Coarsest Partition with stuttering problem that is closely related to the problem of deciding stuttering equivalence on finite Kripke structures. The algorithms of Groote and Vaandrager are based on the partition refinement technique. These algorithms can be adapted to verify SSOD-1 and SSPOD-1. Basically, our algorithms — presented in Chapter 5 — and their algorithms have the same time and space complexities, i.e., they are linear in the size of the automaton that models the program. However, when generating counter-examples, in practice, our algorithms are more efficient. The partition refinement technique can be used to indicate whether the automaton contains an unmatched state, but then, we have to use BFS to locate this unmatched state. Our algorithms are only based on BFS, and thus immediately return a counter-example.
trace equivalence of Kripke structures. The newly developed algorithms have a broad application. In particular, other formalizations of observational determinism [96, 48, 87] can also be verified by minor modifications of our algorithms, since all of them are based on the notion of stuttering equivalence. Besides, as mentioned before, the newly-developed algorithms are also relevant outside the security context, since stuttering equivalence is the fundamental concept of concurrent and distributed systems.

Notice that the algorithm to check SSPOD-1 borrows ideas from the one we developed for SSOD-1, but it solves a completely different problem: SSOD-1 checks if all traces are stuttering equivalent, while SSPOD-1 in essence checks if all traces are stuttering equivalent with probability 1.

The goal of the algorithms presented in this chapter is to determine whether a program reveals secret information during its execution. Thus, they only give binary answers: secure or insecure. However, these algorithms can also be adapted to give us more useful information, i.e., the reasons why the program fails a confidentiality requirement. This will be discussed in Chapter 6.

In comparison with the logic-based approach, the program models in the algorithmic method are far more simple. Thus, algorithmic verification approaches are capable of handling large state-space systems; which makes the verification of real-world applications feasible. Chapter 7 will discuss the feasibility of this approach and its practical capability on some case studies.
Chapter 6

Attack Synthesis

6.1 Introduction

In the previous chapter, we have seen how algorithmic techniques can be used to efficiently verify information flow properties. Another advantage of using algorithmic techniques is that we can synthesize attacks for insecure programs, based on counter-example generation techniques. If a program does not satisfy a confidentiality requirement, its execution might contain a security hole. Since the verification algorithm is precise, if it fails, a counter-example can be produced. The counter-example describes a possible attack on this security hole of the program; and thus, it reveals reasons why the program is rejected by the security policy. The counter-example also helps us to recognize which kind of scheduling policies could make the program reveal secret information. This chapter describes how the verification algorithms presented in Chapter 5 can be adapted to produce counter-examples for rejected programs.

Counter-example generation is a powerful technique in model checking, with many applications, such as diagnosis, scheduler synthesis, and debugging [29, 24, 43, 8]. However, to the best of our knowledge, this idea of applying counter-example generation to synthesize confidentiality attacks for multi-threaded programs has not previously been mentioned in the literature.

Organization of the chapter. Attack synthesis for SSOD is discussed in Section 6.2 and Section 6.3, while attack synthesis for SSPOD is in Section 6.4 and Section 6.5. Finally, Section 6.6 concludes the chapter.
Origins of the chapter. The idea and algorithms for attack synthesis for SSOD were published in the *Journal of Computer Security* (JCS) [69]. The algorithms for attack synthesis for SSPOD-1 are based on the ones developed for SSOD-1K. To synthesize attacks for SSPOD-2, we apply an existing algorithm from [52].

### 6.2 Attack synthesis for SSOD-1K

Algorithm 4 on page 68 checks whether all traces of a Kripke structure (KS) is stuttering equivalent to a witness trace. This section extends this algorithm, which results in Algorithm 10, to return a trace that is not stuttering equivalent to the witness trace in case the given KS is not stuttering-trace equivalent. Basically, Algorithms 4 and 10 are similar; however, when a state that violates SSOD-1K is found, Algorithm 10 does not terminate, as Algorithm 4 does, but continues until it finds an unmatched trace. The unmatched trace is returned via Algorithm 12 — *Trace Return* — given below.

State \( c \) is denoted as an unmatched state if it is not equivalent to its corresponding state \( \text{potential\_map} \). State \( c \) is also unmatched if \( c \) is equivalent to \( \text{potential\_map} \), but \( c \) is divergent, while \( \text{potential\_map} \) is not. Whenever an unmatched state is found, SSOD-1K is not satisfied. A counter-example trace is the trace from the initial state \( I \) to the unmatched state. Since the search is based on BFS, the trace is the shortest path from \( I \) to the unmatched state (line 11 in Algorithm 10). Notice that if \( c \) is equivalent to \( \text{potential\_map} \), and \( c \) is not divergent but \( \text{potential\_map} \) is, it is clear that \( A \) does not satisfy SSOD-1K. However, the trace from \( I \) up to \( c \) is not a counter-example, since it is still stuttering equivalent to the witness trace \( T \). Hence, in this case, state \( c \) is treated as a normal state, i.e., if \( c \) is an unchecked state, it is still assigned the label \( \text{potential\_map} \), and the algorithm continues until a real counter-example is found (lines 13-15).

Consider a situation that the check hits a state \( c \) that has been checked before. If \( c \sim_{V} \text{potential\_map} \) but \( \text{Map}[c] \neq \text{potential\_map} \), we consider that \( c \) is an abnormal checked state, denoted \( \text{abnormal} \) (lines 16-18). It means that there exist at least two traces that both lead to \( \text{abnormal} \); and \( \text{abnormal} \) corresponds to two different states of \( T \). Notice that one of them hits \( \text{abnormal} \) via \( \text{current} \), thus we denote \( \text{current} \) as \( \text{pre\_abnormal} \).

Figure 6.1 explains this situation. According to the algorithm, state 1 and state 2 are both mapped to \( u_1 \). Next, state 4 is also mapped to \( u_1 \), since it follows...
state 1 via a stuttering step. In this check, we store parent[state 4] = state 1. Next, the algorithm examines the successor of state 2, i.e., state 3, and maps state 3 to u2; since this is a non-stuttering transition and state 3 is equivalent to u2.

When the algorithm examines the successor of state 3, which is state 4, the potential_map is u3, since this is a non-stuttering transition. However, state 4 has been explored before, and its current assigned label is u1. Since the current label of state 4 is different from potential_map, but state 4 is still equivalent to potential_map, state 4 is an abnormal checked state. Notice that if state 4 and potential_map are not equivalent, state 4 is an unmatched state. State 3 is the pre_abnormal state, since in this check, state 4 is its successor. However, parent[state 4] still indicates that state 1 is the parent of state 4, i.e., referring to the step of checking the successor of state 1.

When an abnormal is found, SSOD-1K is not satisfied. However, neither of the two traces from I — denoted by init_state in the algorithm — up to abnormal, e.g., abb and abcb in Figure 6.1, is a complete counter-example. Actually, one of them is a prefix of a real counter-example.

Therefore, the function Trace Return returns two traces: P1 that is from init_state to parent[abnormal], e.g., P1 = ab, and P2 that is from init_state to pre_abnormal, e.g., P2 = abc. The current BFS check is stopped. The new check starts from abnormal (given by Algorithm 13), in which P1 is extended to a lasso. In this new check, if an unmatched state is found, we are done; otherwise, a complete lasso T1 is obtained, i.e., T1 = P1 + P3. In Figure 6.1, T1 = a(bbcb)ω. If T1 is not stuttering equivalent to the witness trace T, it is a counter-example; otherwise, the counter-example is the lasso T2 that is an
extension of $P_2 + P_3$. The reason is that three traces $T$, $T_1$, and $T_2$ cannot be all stuttering equivalent to each other. In Figure 6.1, $T_1$ is the counter-example.

If no counter-example is found after all reachable states from the initial state have been explored, SSOD-1K is satisfied (see Algorithm 10).

---Algorithm 10: Attack Synthesis for SSOD-1K ($A$, $T$)---

1. for all states $c \in S$ do $Map[c] := \bot$;
2. $continue := true$;
3. $Q := empty\_queue(); enqueue(Q, init\_state);$
4. $parent[init\_state] := root; // to indicate the start of traces$
5. $Map[init\_state] := u_0; // u_0 is $T_0$
6. while !empty($Q$) $\land$ continue do
   7.   $current := dequeue(Q);$
   8.   $u := Map[current];$
   9.   for all states $c \in Succ(A, current)$ do
      10.    potential\_map := ($c \sim_{V} current$) ? $u : Succ(T, u);$
      11.       Unmatched-State Check 1 ($c, potential\_map, current$)
      12.       case
      13.       $Map[c] = \bot \rightarrow enqueue(Q, c);$
      14.       $parent[c] := current;$
      15.       $Map[c] := potential\_map;$
      16.       $Map[c] \neq potential\_map \rightarrow$
      17.         continue := false;
      18.         Abnormal-State Check ($current, c);$
19. return continue;

The function Unmatched-State Check 1 ($c, potential\_map, current$) returns a counter-example if $c$ is an unmatched state (see Algorithm 11).

---Algorithm 11: Unmatched-State Check 1 ($c, potential\_map, current$)---

if $c \not\sim_{V} potential\_map$ or
   $Divergent[c] = true \land Divergent[potential\_map] = false$ then
   $parent[c] := current;$
   continue := false;
Counter-Example = Trace Return ($init\_state, c);$

The function Trace Return ($a, b$) returns a finite trace from state $a$ to state $b$. Notice that the stack trace stores the trace backwards, i.e., $a$ is the last
element that enters the stack (see Algorithm 12).

--- Algorithm 12: Trace Return \((a,b)\) ---

\[

\text{trace} := \text{empty\_stack}(); \quad // \quad \text{trace} \text{ is a stack}
\]
\[

\text{PUSH} (\text{trace}, b); \quad // \quad \text{Add an item to the stack}
\]
\[

\text{parent\_value} := \text{parent}[b];
\]
\[

\text{while} \ \text{parent\_value} \neq \text{parent}[a] \ \text{do}
\]
\[

\text{PUSH}(\text{trace}, \text{parent\_value});
\]
\[

\text{parent\_value} := \text{parent}[\text{parent\_value}];
\]
\[

\text{while} \ !\text{empty}(\text{trace}) \ \text{do}
\]
\[

\text{return} \ \text{POP} (\text{trace}); \quad // \quad \text{Remove an item from the top of the stack}
\]

The function Abnormal-State Check \((\text{pre\_abnormal}, \text{abnormal})\) returns a counter-example when an abnormal state is found (see Algorithm 13).

--- Algorithm 13: Abnormal-State Check \((\text{pre\_abnormal}, \text{abnormal})\) ---

Let \(P_1 = \text{Trace Return}(\text{init\_state}, \text{parent}[\text{abnormal}])\);
Let \(P_2 = \text{Trace Return}(\text{init\_state}, \text{pre\_abnormal})\);

// Except states on \(P_1\), erase the labels and parents of other states
\[

\text{for all states } c \in S \land c \notin P_1 \ \text{do}
\]
\[

\text{Map}\[c\] := \bot;
\]
\[

\text{parent}[c] := \bot;
\]

// The new check starts from abnormal
\[

\text{current} := \text{abnormal};
\]
\[

u := \text{Map}[\text{abnormal}];
\]
\[

c := \text{some state} \in \text{Succ}(A, \text{current});
\]

// Extend \(P_1\) to a lasso
\[

\text{while} \ \text{Map}\[c\] = \bot \ \text{do}
\]
\[

\text{potential\_map} := (c \sim_Y \text{current}) ? u : \text{Succ}(T,u);
\]

// if an unmatched state is found, we are done
\[

\text{Unmatched\_State Check 1} (c, \text{potential\_map}, \text{current});
\]
\[

\text{parent}[c] := \text{current};
\]
\[

\text{Map}\[c\] := \text{potential\_map};
\]
\[

\text{current} := c;
\]
\[

u := \text{potential\_map}
\]
\[

c := \text{some state} \in \text{Succ}(A, \text{current})
\]

// Return \(T_1\) if it is not stuttering equivalent to \(T\)
\[

\text{if} \ \text{Map}\[c\] \neq \text{potential\_map} \ \text{then}
\]
\[

\text{Counter\_Example} = P_1 + \text{Trace Return}(\text{abnormal}, c);
\]
// Return $T_2$ if $T_1$ is stuttering equivalent to $T$
if $Map[c] = potential\_map$ then
  if $c \in P_1$ then
    Counter-Example = $P_2 + \text{Trace Return}\(abnormal, c\)$ + 
                      $\text{Trace Return}\(c, abnormal\)$;
  else Counter-Example = $P_2 + \text{Trace Return}\(abnormal, c\)$;

Notice that in case $c \in P_1$, $P_2 + \text{Trace Return}\(abnormal, c\)$ is not a complete lasso (see Figure 6.1 for a visual example), a counter-example should be $P_2 + \text{Trace Return}\(abnormal, c\) + \text{Trace Return}\(c, abnormal\)$.

**Theorem 6.1** In case a Kripke structure $A$ does not satisfy $SSOD-1K$, Algorithm 10 returns a trace that is not stuttering equivalent to the witness trace $T$.

**Proof:** Algorithm 10 is a variant of Algorithm 4 whose correctness has been proved. Here we show that the algorithm produces a correct counter-example.

**Case $c \not\sim_V potential\_map$.** It is clear that the trace from init\_state to $c$ is an counter-example.

**Case $Divergent[c] = true$ and $Divergent[potential\_map] = false$.** Since $c$ is a divergent state, there exists a trace that goes from init\_state to $c$, and then stutters in $c$ forever. State potential\_map is not divergent, thus, it is not the final state of $T$. Since $T$ is stuttering-free, it can evolve to a state that is not equivalent to potential\_map. Therefore, the trace from init\_state to $c$ is an counter-example.

**Otherwise,** Let $P_1 = \text{Trace Return}\(init\_state, parent[abnormal]\)$, and 
$P_2 = \text{Trace Return}\(init\_state, pre_abnormal\)$. Let $T_1$ denote a lasso that is an extension of $P_1$ from abnormal, i.e., $T_1 = P_1 + P_3$, where $P_3$ is the extension. While extending $P_1$, if an unmatched state is found, we are done. Otherwise, when the lasso $T_1$ is complete, i.e., when $Map[c] \neq \bot$, one of the two following scenarios occurs.

**Case $Map[c] \neq potential\_map$.** $T_1$ is not stuttering equivalent to $T$, since $c$ corresponds to two different states of $T$.

**Case $Map[c] = potential\_map$.** It is clear that $T_1$ is stuttering equivalent to a prefix of $T$, i.e., the prefix up to potential\_map. We show that $T_1$ is actually stuttering equivalent to the whole $T$. Given that $c$
has been checked before, then \( c \) is the start and end of a loop that terminates the lasso \( T_1 \).

**Case \( c \) is not divergent.** Since \( c \) is mapped to \textit{potential.map} twice, \textit{potential.map} is also the start and end of a loop that terminates \( T \). Thus \( T_1 \sim T \).

**Case \( c \) is a divergent state.** Thus, \textit{potential.map} is also divergent.

Therefore, \textit{potential.map} is the final state of \( T \); then \( T_1 \sim T \).

Let \( T_2 \) denote an extension of \( P_2 + P_3 \) to a lasso. Since \( T \) is deterministic stuttering-free, and \textit{abnormal} is mapped to two different states of \( T \), \( T_1 \) and \( T_2 \) cannot be both stuttering equivalent to \( T \). Since \( T_1 \sim T \), \( T_2 \) is the counter-example.

\( \square \)

### 6.3 Attack synthesis for SSOD-2K

Given two deterministic stuttering-free Kripke structures \( R \) and \( R' \), if traces of \( R \) and \( R' \) do not satisfy the SSOD-2K requirement, Algorithm 14 and \textbf{Parent \ Return} will output a trace of \( R \) that does not match with any trace of \( R' \), or vice versa.

It is clear that for \( R \) and \( R' \), any two strongly bisimilar states must be in the same block. We denote a \textit{pair} of states of \( R \) and \( R' \) to be \textit{valid} if they have the same label, but they are not in the same block of the \textit{stable partition} \( \mathcal{P} \) given by the algorithm computing bisimilarity equivalence classes in Section 5.4.

Given a \textit{valid} pair \((c, c')\) (\( c \in S_R \), \( c' \in S_{R'} \), where \( S_R \), \( S_{R'} \) are state sets of \( R \) and \( R' \), respectively). Similarly, two successors of \((c, c')\) are also \textit{valid} if they have the same label, but they are not strongly bisimilar. Therefore, from an initial state, a counter-example trace must pass states in a sequence of valid pairs until it hits a state such that the other trace (from the other initial state) cannot find a successor to form a \textit{valid} pair. The shortest counter-example trace is found based on BFS.

Given two valid states \( c \in S_R \) and \( c' \in S_{R'} \). Let \textbf{SameBlock}(\( c, c' \)) be a predicate to check whether \( c \) and \( c' \) are in the same block of the given partition, i.e., \textbf{SameBlock} (\( c, c' \)) \{\textbf{return} (\exists Q \in \mathcal{P}. c \in Q \land c' \in Q)\}. We formally define \textbf{Valid} (\( c, c' \)) \{\textbf{return} (c \in S_R \land c' \in S_{R'} \land V(c) = V(c') \land \neg \textbf{SameBlock} (c, c'))\}, and the set \textbf{Valid.Succ} (\( c, c' \)) of valid successors of \((c, c')\) as follows,

\[
\text{Valid.Succ}(c, c') = \{(d, d') \mid c \in S_R, c' \in S_{R'}, c \rightarrow d, c' \rightarrow d' \land \text{Valid} (d, d')\}.
\]
We also define a predicate **Unmatched Succ** on a valid pair \((c, c')\) to
(1) check whether either \(c\) or \(c'\) can take a transition to a state \(d\) such that none of the other state’s successors is equivalent to \(d\), and to (2) return \(d\), if \(d\) exists. Formally,

\[
\text{Unmatched Succ } (c, c') \equiv \\
\text{if } (c \to d \land \exists d' \in S_{R'} \text{. } c' \to d' \land V(c') = V(c)) \text{ then return } (d) \\
\text{if } (c' \to d' \land \exists d \in S_R \text{. } c \to d \land V(c) = V(c')) \text{ then return } (d')
\]

Therefore, given the stable partition \(P\), the following algorithm explores the state spaces and returns the first state given by **Unmatched Succ**.

---

**Algorithm 14: Invalid-State Search \((P)\)**

\[
Q_R[0] := \text{initial state of } R; \\
\text{parent}_R[Q_R[0]] := \text{root}; \\
Q_{R'}[0] := \text{initial state of } R'; \\
\text{parent}_{R'}[Q_{R'}[0]] := \text{root}; \\
i := 0; \quad // \quad i: \text{position of the latest items in both } Q_R \text{ and } Q_{R'}
\]

while (true) do

**Unmatched Succ \((Q_R[i], Q_{R'}[i])\);**

for each \((c, c') \in \text{Valid Succ}(Q_R[i], Q_{R'}[i])\) do

\[
Q_R[i+1] := c; \\
\text{parent}_R[Q_R[i+1]] := Q_R[i]; \\
Q_{R'}[i+1] := c'; \\
\text{parent}_{R'}[Q_{R'}[i+1]] := Q_{R'}[i]; \\
i := i + 1;
\]

---

Then **Parent Return** outputs the trace from the initial state up to the state returned by the algorithm.

**Theorem 6.2** In case \(R\) and \(R'\) do not satisfy SSOD-2K, Algorithm 14 and **Parent Return** return a trace of \(R\) that does not match with any trace of \(R'\), or vice versa.

**Proof:** Two queues \(Q_R\) and \(Q_{R'}\) store pairs of valid successors reachable from two initial states. When the first unmatched state is found, the trace from the initial state to this state is returned. Due to BFS, this trace is one of the shortest paths from the initial state to it.

Notice that in case no state is returned by **Unmatched Succ** \((Q_R[i], Q_{R'}[i])\), for each successor of \(Q_R[i]\), there must exist a successor of \(Q_{R'}[i]\) such that these
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two states have the same label, and vice versa. If none of these pairs is valid, i.e.,
two states of any pair are bisimilar, then \( Q_R[i] \) and \( Q_{R'}[i] \) are also bisimilar.
This is a contradiction, since \( Q_R[i] \) and \( Q_{R'}[i] \) are a valid pair. Thus, the set
valid\_Succ\( (Q_R[i], Q_{R'}[i]) \) is not empty; and the algorithm continues until an
unmatched state is found. □

Now, we have to derive the original traces of \( A \) that correspond to the trace
of \( R \) given by Algorithm 14, since these original traces are the real counter-
examples.

**Derive the original traces of \( A \) from a trace of \( R \).** Suppose that
\( R \) is the corresponding deterministic Kripke structure of the stuttering-free
\( A_{sf} \). We define a relation \( R \) between a transition of \( A_{sf} \) and a transition of
\( R \), i.e., \( R \subseteq \rightarrow A_{sf} \times \rightarrow R \) as follows. Let \( trn \) denote a transition, \( source(trn) \) and
\( dest(trn) \) the source and the destination state of \( trn \).

\[
\forall trn \in \rightarrow A_{sf}, trn' \in \rightarrow R . \ trn R trn' \iff
V(source(trn)) = V(source(trn')) \land
V(dest(trn)) = V(dest(trn')).
\]

Given a trace \( T \) of \( R \), the following algorithm derives a set \( Trace(T) = \{ T' \} \)
of \( A_{sf} \) corresponding to \( T \). Let \( N \) denote the number of transitions in \( T \). We rewrite \( T \) as an array of \( N \) transitions, i.e., \( T = T[0], T[1], \ldots, T[N-1] \), where
\( T[i] = (T_i, T_{i+1}) \). We implement an array \( States \) of size \( N + 1 \), where each element \( States[i] \) is a set of states of \( A_{sf} \), i.e., \( States[i] \subseteq S_{A_{sf}} \).

---

**Algorithm 15: Trace Map \( (T) \)**

\[
States[0] := \text{initial state of } A_{sf};
\]

\[
\text{for } i := 1 \text{ to } N \text{ do}
\]

\[
States[i] := \{ c' \in S_{A_{sf}} \mid \exists c \in States[i-1], c \rightarrow_{A_{sf}} c' \land (c, c') \in \rightarrow R[i-1] \};
\]

\[\text{for each } c \in States[N] \text{ do} \]

\[
\text{current := c;}
\]

\[
\text{for } i := N - 1 \text{ to } 0 \text{ do}
\]

\[
\text{Take } c' \in States[i] \land (c', current) \in \rightarrow R[i];
\]

\[
T'[i] := (c', current);
\]

\[
current := c';
\]

---

Traces of \( A \) can be derived easily, since we assumed that states are numbered
and the transition relation between states is accessible.
6.4 Attack synthesis for SSPOD-1

The algorithms of attack synthesis for SSOD-1K can also be used for SSPOD-1. However, for SSPOD-1, we define an unmatched state in a slightly different way. State \( c \) is unmatched if it is not equivalent to its corresponding state potential\_map. State \( c \) is also unmatched if \( c \) is equivalent to potential\_map, but \( c \) is a final state, while potential\_map is not.

Thus, if we replace Algorithm 11: Unmatched-State Check 1 with the following algorithm, i.e., Unmatched-State Check 2, in Algorithm 10 and Algorithm 13, these two algorithms can be used to generate counter-examples for SSPOD-1.

---Algorithm 16: Unmatched-State Check 2 (\( c, \text{potential}\_\text{map}, \text{current} \))---

\[
\text{if } c \not\sim_{V} \text{potential\_map} \text{ or } \text{final}(A, c) \land \neg \text{final}(T, \text{potential\_map}) \text{ then}
\]

\[
\text{parent}[c] := \text{current};
\]

\[
\text{continue} := \text{false};
\]

\[
\text{Counter-Example} = \text{Trace Return}(\text{init}\_\text{state}, c);
\]

Notice that, if \( c \) is equivalent to potential\_map, and \( c \) is not a final state, but potential\_map is, it is clear that \( A \) does not satisfy SSPOD-1. However, the trace from \( I \) up to \( c \) is not a counter-example, since it is still stuttering equivalent to the witness trace \( T \). Hence, in this case, Algorithm 10 continues until a real counter-example is found.

6.5 Attack synthesis for SSPOD-2

Counter-examples for SSPOD-2 can be generated incrementally, starting with the empty string, and using Algorithm 9 as a selector to choose the next low operation (denoted by a symbol in the language) at each step to construct a counter-example. The following algorithm is also proposed by Kiefer et al., based on Algorithm 9 [52].

---Algorithm 17: Language Equivalence with Counter-example (\( \mathcal{R}, \mathcal{R}' \))---

\[
\nu_0 := \eta; \nu'_0 := \eta';
\]

\[
\text{for } i \text{ from } 1 \text{ to } n + n' \text{ do}
\]

\[
\text{Choose a random vector } r \in \{1, 2, \cdots, K(n + n')\}^\mathcal{E};
\]

\[
\nu_i := \sum_{\sigma \in \mathcal{E}} r_{\sigma} \cdot M(\sigma) \cdot \nu_{i-1};
\]
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\[ \nu_i' := \sum_{\sigma \in \mathcal{E}} r_{\sigma} \cdot M'(\sigma) \cdot \nu_{i-1}' \]

if \( \alpha \cdot \nu \neq \alpha' \cdot \nu' \) then
\[ w := \varepsilon; \quad // \text{An empty string} \]
\[ \theta := \alpha; \quad \theta' := \alpha'; \]

for \( j \) from \( n + n' \) down to 1 do
\[ \text{Choose } \sigma \in \mathcal{E} \text{ with } \theta \cdot M(\sigma) \cdot \nu_{j-1} \neq \theta' \cdot M'(\sigma) \cdot \nu'_{j-1}; \]
\[ w := w \sigma; \]
\[ \theta := \theta \cdot M(\sigma); \]
\[ \theta' := \theta' \cdot M'(\sigma); \]

return: \( w \);
\[ \text{return: } \mathcal{R} \text{ and } \mathcal{R}' \text{ are equivalent with probability at least } \frac{K-1}{K}; \]

Based on the sequence of operations \( w \), the real counter-example can be derived by the technique presented in Section 6.3.

6.6 Conclusions

This chapter presented counter-example generation techniques to synthesize attacks for our confidentiality properties. That is, if for a given scheduler, a program does not satisfy a confidentiality requirement, we generate program traces that reveal the reason why the confidentiality requirement is broken. This information can be used to identify a set of safe and unsafe schedulers, or to suggest a way to mend this security hole.

A counter-example gives us information about how a suitable scheduling can make a program execution leak secret information. However, it is also interesting to know how much information has been revealed. This will be discussed in Part 3 of this thesis.

The next chapter discusses the practical implementation of our algorithmic approaches to verify and derive counter-examples for information flow properties, together with case studies.
Chapter 7

Implementation and Case Studies

7.1 Introduction

The previous chapters discuss how we are able to check the security of a multi-threaded program in theory. This chapter discusses how we do it in practice, i.e., how we obtain the state space of the program execution under the control of a scheduler, and how we find that the execution contains an interleaving that can be exploited to derive secret information. The algorithms presented in Chapter 5 and Chapter 6 are implemented as a part of the LTSmin tool set [18]. We provide two case studies to show the feasibility of our algorithmic approaches and the practical capability of the implementation. The first case study is a non-deterministic multi-threaded program, from [37, 85], showing how the scheduling policy can be used to make a program execution leak secret information. The second case study is a probabilistic version of the dining cryptographer problem [23] showing how an attacker can derive secret information from the probabilistic outcomes.

7.2 Implementation

The proposed algorithmic techniques are implemented as a part of the LTSmin tool set, which is a tool set for symbolic, distributed and multi-core model check-
ing and manipulating transition systems [18]. We choose LTSmin since firstly, our algorithms are applied to large state-space Kripke structures, which model the behavior of programs, and LTSmin provides means to store the transition systems in a compressed format. Secondly, our algorithms rely on stuttering-transition compression, bisimilarity checking, and determinization techniques, and LTSmin incorporates implementations for all these features.

The concept of the LTSmin tool set is to provide a framework that combines the convenience of a variety of existing modeling languages with the power of different verification techniques. Since basically, the verification algorithms do not rely on a specific modeling language, LTSmin comes up with an intermediate interface, called PINS, that separates the responsibility for state-space generation from the state space exploration tools. The PINS interface connects language modules to analysis algorithms, as follows:

Language Modules $\rightarrow$ PINS $\rightarrow$ Analysis Algorithms

The key feature of LTSmin is its modularity: language front-ends, PINS layers, and algorithmic back-ends are completely decoupled. The language modules are responsible for translating the system specification to the PINS interface, i.e., a textual description of the system. The PINS interface is where the state space is generated. The underlying semantic model of PINS is a transition system (Kripke structure) with edge and state labels. Thus, via this interface, LTSmin abstracts away language-specific features. The analysis algorithms are purely based on this Kripke structure, and thus, are completely unaware of the details of specification languages. Besides, this interface also allows existing language modules to connect easily. Thus, LTSmin is a language-independent model checking tool set.

To model systems, we choose the PRISM language, since it supports modeling formally many types of systems that exhibit probabilistic behavior, and contain parallel composition between modules [58]. The PRISM language is a simple, high-level state-based language, based on a guarded command notation. It can be used to model discrete-time Markov chains (dtmc), continuous-time Markov chains (ctmc), Markov decision processes (mdp) and probabilistic timed automata (pta).

The fundamental components of a PRISM model are modules, i.e., a model is composed of a number of modules which can interact with each other. Modules can be used to model threads of a multi-threaded program. Thus, the PRISM
model corresponding to a multi-threaded program is the parallel composition of modules representing threads.

Since the PRISM language allows to define precisely the way in which modules are composed in parallel, the scheduler’s choices can be encoded by specifying at each step, which module(s) is (are) enabled to make a transition. Thus, the structure of our implementation can be illustrated via the following diagram:

The encoding of the program and the given scheduler is done manually. Based on the model, PRISM exports the set of reachable states, and the matrix representing the transition relations between states. Based on these two files, the LTSmin-convert tool (an existing tool of the LTSmin tool set) constructs a Kripke structure modeling the operational execution of the program. The LTSmin-check tool takes this Kripke structure as the input, and then verifies the required confidentiality properties. If the data violate one of the requirements, a counter-example is generated.

Notice that for probabilistic multi-threaded case studies modeled by the PRISM language, it is more convenient to generate the state space directly in PRISM. Thus, the implementation presented in this chapter does not include the PINS interface. However, for a system that can be modeled by other languages such as mCRL2, Promela, DVE, UPPAAL etc., PINS can be used to construct the Kripke structure for the LTSmin-check tool.

Inside the LTSmin-check tool, the algorithms to verify and derive counter-examples for SSOD-1K (Algorithm 1-4, Algorithm 10-13) and SSOD-2 (Algorithm 5) are new implementations, while the implementation of SSOD-2 (Algorithm 6-7, Algorithm 16-17) are based on the existing features provided by the LTSmin tool set, such as stuttering-step removing, Kripke-structure determinization, and strong-bisimilarity checking. Our implementation is still ongoing with the implementation of the algorithms to verify and derive counter-examples for SSOD-2 (Algorithm 8-9), and algorithms to derive counter-examples for SSOD-2 (Algorithm 14-15).
7.3 Case study 1: a possibilistic model

The following program, borrowed from [37, 85], consists of three threads that read a private value $PIN$, and then compute a public value $result$. Via this case study, we show that due to the interaction between threads and the control of an appropriate scheduler, the confidentiality of a multi-threaded program might be violated.

- Thread $C_1$

1. while ($mask \neq 0$) do
2.     while ($trigger0 = 0$) do skip; \quad // wait
3.     $result := result \mid mask$; \quad // Bitwise ‘or’
4.     $trigger0 := 0$
5.     $maintrigger := maintrigger + 1$
6.     if ($maintrigger = 1$) then $trigger1 := 1$

- Thread $C_2$

1. while ($mask \neq 0$) do
2.     while ($trigger1 = 0$) do skip;
3.     \quad // Bitwise ‘and’ with the complement of $mask$
4.     $result := result \& \sim mask$
5.     $trigger1 := 0$
6.     $maintrigger := maintrigger + 1$
7.     if $maintrigger = 1$ then $trigger0 := 1$

- Thread $C_3$

1. while ($mask \neq 0$) do
2.     $maintrigger := 0$
3.     if ($PIN \& mask) = 0$ then $trigger0 := 1$
4.     \quad else $trigger1 := 1$
5.     while ($maintrigger \neq 2$) do skip
6.     $mask := mask / 2$
In this program, three parallel-composed threads communicate via a shared memory, where, except \( \text{result} \), all other variables are high. At first glance, this program seems not to leak information, since there is no explicit or implicit flow from the private \( \text{PIN} \) to the public \( \text{result} \).

However, if the scheduling policy is fair, e.g., a uniform scheduler, and if this program starts in an initial state where:

\[
\text{maintrigger} = 0, \quad \text{trigger0} = 0, \quad \text{trigger1} = 0, \quad \text{result} = 0,
\]

\( \text{mask} \) is a power of 2, and

\( \text{PIN} \) is an arbitrary natural number that is less than twice \( \text{mask} \),

the value of \( \text{PIN} \) might be leaked. In this case, \( \text{mask} \) has the binary form \( 010 \ldots 0 \); and thus, the outcome of \( \text{PIN} \& \text{mask} \) will determine the value of the bit in \( \text{PIN} \) that corresponds to the bit 1 in \( \text{mask} \). Depending on this bit, the ordering of the executions of \( C1 \) and \( C2 \) is determined. As a consequence, the corresponding bit in \( \text{result} \) is given the same value. Thus, eventually, the value of \( \text{PIN} \) will be copied into \( \text{result} \).

Now, we show how we encode this multi-threaded program as a PRISM model. The corresponding PRISM model is composed of three modules, where each module models a thread. Each module contains a number of variables, whose values describe a state of the module. The global state of the whole model is determined by the local state of all modules in PRISM. The behavior of each module is described by a set of commands, having the following general form:

\[
[] \text{guard} \rightarrow \text{prob}_1 : \text{update}_1 + \ldots + \text{prob}_n : \text{update}_n;
\]

The \text{guard} is a predicate over variables, including those belonging to other modules. Each update describes an enabled transition when the guard is satisfied. A transition is specified by giving new values to variables in the module, together with the probability of the transition.

In this model, when the guard is satisfied, the update is deterministic. Therefore, the command has a simpler form, i.e., \[
[] \text{guard} \rightarrow \text{update};
\]

We encode the shared variables as \text{global} variables. To indicate which command line of a thread does the update, we introduce for each thread a local variable, named \( (\text{program}) \text{counter} \). The PRISM model of the above program is given below, where we set \( \text{PIN} = 23 \) and initially, \( \text{mask} = 16 \).
dtmc

global result : [0..64] init 0;
global trigger0 : [0..1] init 0;
global trigger1 : [0..1] init 0;
global maintrigger : [0..2] init 0;
global mask : [0..32] init 16;
const int pin=23;

module ThreadC1

counter1 : [1..6] init 1;

[] counter1=1 & mask=0 -> true; // stutters here
[] counter1=1 & mask!=0 -> (counter1'=2);
[] counter1=2 & trigger0=0 -> true;
[] counter1=2 & trigger0=1 -> (counter1'=3);
[] counter1=3 & floor(result/mask),2=0 & result+mask <=64 -> (result'=result+mask) & (counter1'=4);
[] counter1=3 & floor(result/mask),2=1 -> (counter1'=4);
[] counter1=4 -> (trigger0'=0) & (counter1'=5);
[] counter1=5 & maintrigger+1<3 -> (maintrigger'=maintrigger+1) & (counter1'=6);
[] counter1=6 & maintrigger=1 -> (trigger1'=1) & (counter1'=1);
[] counter1=6 & maintrigger=0 -> (counter1'=1);

endmodule

module ThreadC2

counter2 : [1..6] init 1;

[] counter2=1 & mask=0 -> true; // stutters here
[] counter2=1 & mask!=0 -> (counter2'=2);
[] counter2=2 & trigger1=0 -> true;
[] counter2=2 & trigger1=1 -> (counter2'=3);
[] counter2=3 & floor(result/mask),2=1 -> (result'=result-mask) & (counter2'=4);
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\[
\begin{align*}
\text{counter2}=3 & \land \text{mod(floor(result/mask),2)}=0 \rightarrow (\text{counter2}'=4); \\
\text{counter2}=4 & \rightarrow (\text{trigger1}'=0) \land (\text{counter2}'=5); \\
\text{counter2}=5 & \land \text{maintrigger}+1<3 \rightarrow (\text{maintrigger}'=\text{maintrigger}+1) \\
& \land (\text{counter2}'=6); \\
\text{counter2}=6 & \land \text{maintrigger}=1 \rightarrow (\text{trigger0}'=1) \land (\text{counter2}'=1); \\
\text{counter2}=6 & \land \text{maintrigger}=0 \rightarrow (\text{counter2}'=1);
\end{align*}
\]

endmodule

module ThreadC3

counter3 : [1..6] init 1;

\[
\begin{align*}
\text{counter3}=1 & \land \text{mask}=0 \rightarrow \text{true}; \quad // \text{stutters here} \\
\text{counter3}=1 & \land \text{mask}!0 \rightarrow (\text{counter3}'=2); \\
\text{counter3}=2 & \rightarrow (\text{maintrigger}'=0) \land (\text{counter3}'=3); \\
\text{counter3}=3 & \land \text{mod(floor(pin/mask),2)}=0 \rightarrow (\text{trigger0}'=1) \land \\
& (\text{counter3}'=4); \\
\text{counter3}=3 & \land \text{mod(floor(pin/mask),2)}=1 \rightarrow (\text{trigger1}'=1) \land \\
& (\text{counter3}'=4); \\
\text{counter3}=4 & \land \text{maintrigger}!2 \rightarrow \text{true}; \\
\text{counter3}=4 & \land \text{maintrigger}=2 \rightarrow (\text{counter3}'=5); \\
\text{counter3}=5 & \rightarrow (\text{mask}'=\text{floor(mask/2)}) \land (\text{counter3}'=1);
\end{align*}
\]
endmodule

Notice that to encode command line 3 in Thread C1, we first check whether the bit in result that corresponds to the bit 1 in mask has been set or not, i.e., by \text{mod(floor(result/mask),2)}, where floor(x) rounds x down to the nearest integer. If this bit is still 0, we set it by \text{result}'=\text{result}+\text{mask}; otherwise, we do nothing. Notice that before increasing a variable in the PRISM language, we need to ensure that this update does not give an out-of-range value, i.e., by checking \text{result}+\text{mask} <= 64 before the update. Command line 3 in Thread C2 is encoded similarly.

To model a uniform scheduler, we encode this example as a \text{dtmc} model, i.e., the model is constructed as the parallel composition of its modules, and in each step, each module is enabled with an equal probability [58].

PRISM shows that this model consists of 1000 states and 2414 transitions.
Based on the set of states and transition relations between states, the Kripke structure is constructed via LTSmin-CONVERT. Since this program is non-probabilistic, we check the SSOD-properties. As expected, LTSmin-CHECK rejects this program, since the traces of this model do not satisfy the SSOD-1K requirement.

LTSmin-CHECK also shows that the model contains two traces that are not stuttering equivalent w.r.t. the values of the public variable result, i.e., one trace consists of states: 0, 1, 2, 5, 12, 21, 22, 23, 13, 15, 26, 28, and another trace consists of states: 0, 1, 2, 5, 12, 21, 22, 23, 13, 15, 26, 28, 92. The tool also indicates that state 28 is divergent. These are the output data of the tool.

To get more information, we refer to data of these states in the state and transition files. States of the model are represented by the values of its variables, i.e., (result, trigger0, trigger1, maintrigger, mask, counter1, counter2, counter3), in order. Based on these states’ data, we can derive the interleaving order that results in these two counter-example traces, as shown below.

State 0: (0 0 0 0 16 1 1 1) - Initial state
State 1: (0 0 0 0 16 1 1 2) - ThreadC3 is picked
State 2: (0 0 0 0 16 1 1 3) - ThreadC3 is picked
State 5: (0 0 0 0 16 1 2 3) - ThreadC2 is picked
State 12: (0 0 0 0 16 2 2 3) - ThreadC1 is picked
State 21: (0 0 1 0 16 2 2 4) - ThreadC3 is picked
State 22: (0 0 1 0 16 2 3 4) - ThreadC2 is picked
State 23: (0 0 1 0 16 2 4 4) - ThreadC2 is picked
State 13: (0 0 0 0 16 2 5 4) - ThreadC2 is picked
State 15: (0 0 0 1 16 2 6 4) - ThreadC2 is picked
State 26: (0 1 0 1 16 2 1 4) - ThreadC1 is picked
State 28: (0 1 0 1 16 3 1 4) - ThreadC1 is picked
State 92: (16 1 0 1 16 4 1 4) - ThreadC1 is picked

Notice that state 28 is divergent. When the model is in this state, if the scheduler picks ThreadC3, since counter3 \(= 4\) and maintrigger \(\neq 2\), the trace will stutter here, i.e., due to the execution of command line 4 in Thread C3. However, if the scheduler picks ThreadC1 (as shown above), state 28 makes a transition to state 92 by the execution of command line 3 in Thread C1. In state 92, the value of result is 16. Hence, these two traces are not stuttering equivalent.

It should be stressed that this multi-threaded program leaks information
only when the scheduling policy is *fair*. Unfair schedulers that give one thread *priority* over other threads would make this program secure, and thus, be accepted by the tool. Since the updates inside a module are enabled only when the guard is satisfied. Thus, the priority of a module over other modules can be modeled by setting suitable guards. Also notice that the running time of LTSmin-CHECK for this case study is less than a second.

### 7.4 Case study 2: a probabilistic model

For a probabilistic model, we consider the dining-cryptographer case study [23]. Three cryptographers gather around a table to have dinner at a restaurant. The waiter informs them that the meal has been paid by someone, who could be one of the cryptographers or their boss. The three cryptographers respect each other’s right to make an anonymous payment, but would like to know if the boss has paid or not. So they decide to execute the following two-stage protocol [23]:

- In the first stage, each cryptographer flips an *unbiased* coin, and then informs the cryptographer *on the right* the outcome. Figure 7.1 illustrates this situation, for example, an edge from Cryptographer 1 to Cryptographer 2 shows that Cryptographer 1 can see the coin of Cryptographer 2.

- In the second stage, each cryptographer *publicly* states whether the two coins that he can see (his own coin and the left-hand neighbor’s coin) are the same (*‘agree’*) or different (*‘disagree’*). However, if he actually paid for the dinner, then he instead states an *opposite answer*, i.e., ‘disagree’ when the coins are the same, and ‘agree’ when the coins are different.

After the second stage, if the number of ‘agrees’s is odd, it implies that none of the cryptographers paid (so the boss must have paid). Otherwise, it would imply that one of the cryptographers paid. This protocol is *secure*, since in case one of the cryptographers has paid for the dinner, the others cannot find out the identity of that person [23].

To make this protocol *leak information*, we make a slight change to it: the coins are *biased*, i.e., heads (modeled as value 1) come up with probability 0.6, and tails (modeled as value 2) come up with probability 0.4. We consider the case that one of the cryptographers has paid for the dinner, and another one is the attacker, who tries to find out the payer’s identity. This case study is encoded as the following PRISM model.
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Figure 7.1: Dining cryptographers

```plaintext
dtmc

// constants used to indicate identities of cryptographers
const int p1 = 1;
const int p2 = 2;
const int p3 = 3;

// global variable which decides who pays
// (pay=i then cryptographer i paid)
global pay : [1..3];

// parity outcomes
global par : [0..1];

// agree : [0..1] - 0 : disagree, 1 : agree)
global agree1 : [0..1];
global agree2 : [0..1];
global agree3 : [0..1];

// module for the first cryptographer
module Crypt1

    coin1 : [0..2]; // value of its coin
    s1 : [0..1]; // its status (0 = not done, 1 = done)
```
// flip coin
[] coin1=0 -> 0.6 : (coin1'=1) + 0.4 : (coin1'=2);

// make statement (once relevant coins have been flipped)
// agree (coins the same and does not pay)
[] s1=0 & coin1>0 & coin2>0 & coin1=coin2 & (pay!=p1)
   -> (s1'=1) & (agree1'=1);

// disagree (coins different and does not pay)
[] s1=0 & coin1>0 & coin2>0 & !(coin1=coin2) & (pay!=p1)
   -> (s1'=1);

// disagree (coins the same and pays)
[] s1=0 & coin1>0 & coin2>0 & coin1=coin2 & (pay=p1)
   -> (s1'=1);

// agree (coins different and pays)
[] s1=0 & coin1>0 & coin2>0 & !(coin1=coin2) & (pay=p1)
   -> (s1'=1) & (agree1'=1);

// update the bit par
[] s1>0 -> (par'=parity);
endmodule

// module for the second cryptographer
module Crypt2

  coin2 : [0..2]; // value of its coin
  s2 : [0..1]; // its status (0 = not done, 1 = done)

[] coin2=0 -> 0.6 : (coin2'=1) + 0.4 : (coin2'=2);

[] s2=0 & coin2>0 & coin3>0 & coin2=coin3 & (pay!=p2)
   -> (s2'=1) & (agree2'=1);

[] s2=0 & coin2>0 & coin3>0 & !(coin2=coin3) & (pay!=p2)
   -> (s2'=1);

[] s2=0 & coin2>0 & coin3>0 & coin2=coin3 & (pay=p2)
   -> (s2'=1);
Chapter 7. Implementation and Case Studies

\[
\begin{align*}
[] & s2=0 \& \text{coin2}>0 \& \text{coin3}>0 \& !\text{(coin2=} \text{coin3)} \& \text{(pay=} p2) \\
& \rightarrow (s2'=1) \& (\text{agree2'}=1); \\
[] & s2>0 \rightarrow (\text{par'}=\text{parity});
\end{align*}
\]

endmodule

// module for the third cryptographer
module Crypt3

coin3 : [0..2]; // value of its coin
s3 : [0..1]; // its status (0 = not done, 1 = done)

[] coin2=0 \rightarrow 0.6 : (coin2'=1) + 0.4 : (coin2'=2);

[] s3=0 \& \text{coin3}>0 \& \text{coin1}>0 \& \text{coin3=} \text{coin1} \& \text{(pay=} p3) \\
\rightarrow (s3'=1) \& (\text{agree3'}=1);

[] s3=0 \& \text{coin3}>0 \& \text{coin1}>0 \& !\text{(coin3=} \text{coin1)} \& \text{(pay=} p3) \\
\rightarrow (s3'=1);

[] s3=0 \& \text{coin3}>0 \& \text{coin1}>0 \& \text{coin3=} \text{coin1} \& \text{(pay=} p3) \\
\rightarrow (s3'=1);

[] s3=0 \& \text{coin3}>0 \& \text{coin1}>0 \& !\text{(coin3=} \text{coin1)} \& \text{(pay=} p3) \\
\rightarrow (s3'=1) \& (\text{agree3'}=1);

[] s3>0 \rightarrow (\text{par'}=\text{parity});

endmodule

// set of initial states
// (cryptographers in their initial state, the high variable ‘pay’ can be anything)
init par=0 \& \text{coin1}=0 \& \text{s1}=0 \& \text{agree1}=0 \& \text{coin2}=0 \& \text{s2}=0 \\
\& \text{agree2}=0 \& \text{coin3}=0 \& \text{s3}=0 \& \text{agree3}=0
dinit

// parity of number of ‘agree’s (0 = even, 1 = odd)
formula parity = func(mod, \text{agree1}+\text{agree2}+\text{agree3}, 2);

Typically, a variable declaration specifies the initial value for that variable, as in Case study 1. The initial state of the model is then defined by the initial
values of all variables. To specify a model that has multiple initial states, we use the \texttt{init...endinit} construct. Any state which satisfies the predicate between the \texttt{init} and \texttt{endinit} keywords is an initial state.

We show that this probabilistic protocol contains a probabilistic data channel. Without lack of generality, we assume that cryptographers inform statements about the coins' values in order, i.e., Cryptographer 1 - 2 - 3. Since the attacker is one of the cryptographers, he can observe the parity of the number of ‘agrees’s at each step. Assume that after following the protocol, the trace of \texttt{parity} is 1 - 0 - 0. Based on this trace, it is trivial to see that the cryptographers’s statements about the coins’ values (in order) are: \texttt{agree - agree - disagree}.

Without lack of generality, we assume that Cryptographer 2 is the attacker. Based on the final \texttt{parity}, i.e., the number of ‘agrees’s is even, he knows that the boss did not pay; thus either Cryptographer 1 or Cryptographer 3 has paid for the dinner. Assume that the coin of Cryptographer 2 is \texttt{head}. Thus, the coin of Cryptographer 3 must be also \texttt{head}, since the answer of Cryptographer 2 is ‘agree’, and Cryptographer 2 can see the coin of Cryptographer 3. Cryptographer 2 cannot see the coin of Cryptographer 1; thus, he only knows the values of coins are either \texttt{head - head - head} or \texttt{tail - head - head}.

The table shows the cases where the third cryptographer paid:

<table>
<thead>
<tr>
<th>Crypt 1</th>
<th>Crypt 2</th>
<th>Crypt 3</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>case 1</td>
<td>head</td>
<td>head</td>
<td>head</td>
</tr>
<tr>
<td>case 2</td>
<td>tail</td>
<td>head</td>
<td>head</td>
</tr>
</tbody>
</table>

If the coins are \texttt{head - head - head}, Cryptographer 3 must be the payer, since he lied about his result. Similarly, if the coins are \texttt{tail - head - head}, Cryptographer 1 is the payer. Since the coins are biased, and heads come up with probability 0.6, it is more likely that Cryptographer 3 is the one who paid. This is a probabilistic leak.

PRISM indicates that the above model consists of 411 states and 1050 transitions. As expected, this model is rejected by \texttt{LTSmin-CHECK}. It is clear that \texttt{SSPOD-1} is not satisfied, since traces of \texttt{parity} are not all stuttering equivalent. For example, if the coins are \texttt{tail - tail - head}, and if Cryptographer 1 is the payer, the answers of the cryptographers will be \texttt{disagree - disagree - disagree}. Thus, the corresponding trace of \texttt{parity} will be 0 - 0 - 0, which is not stuttering equivalent to the traces given above.

Notice that looking only at the final states of \texttt{parity} cannot derive useful information, since the final \texttt{parity} is always 0. The running time of \texttt{LTSmin-CHECK} for this case study is also less than a second.
7.5 Conclusions

This chapter discussed the feasibility of our algorithmic approaches, which is illustrated by two case studies. Via case studies, we show how to model (probabilistic) multi-threaded systems by the PRISM language, and how the tool not only checks the confidentiality properties of the system, but also describes possible attacks on security holes if the systems are insecure. All verifications were done within seconds. The implementation is still ongoing, and we also plan to apply the implementation to larger programs.

Chapter 5 presents verification algorithms that check whether the program execution under the control of a given scheduler is secure. In case the program leaks information, counter-example algorithms in Chapter 6 provide us the information about how and why a program fails a security requirement. Besides, it is also necessary to know how much information has been revealed during the execution. This will be discussed in the next part of this thesis.
Part III

Quantitative Information
Flow Analysis
Chapter 8

Programs with Low Input and Noisy Output

8.1 Introduction

Qualitative information flow analysis aims to determine whether a program leaks private information or not. Thus, these absolute security properties always reject a program if it leaks any information. Quantitative information flow analysis offers a more general security policy, since it gives a method to tolerate a minor leakage, i.e., by computing how much information has been leaked and comparing this with a threshold. By adjusting the threshold, the security policy can be applied for different applications, and in particular, if the threshold is 0, the quantitative policy is seen as a qualitative one.

Classical quantitative information flow analysis uses concepts from information theory to model information flow [64, 28, 22, 62, 61, 99, 84, 9]. It considers a system as an information-theoretic channel with private data as the only input and public data as the output. The classical analysis studies the amount of private data that an attacker can learn from the public-data observation.

This chapter extends the classical context by considering systems where an attacker is able to influence the initial values of public data. This is a popular kind of systems with many real-world applications, e.g., login systems, password checkers, or banking system. For these systems, the initial low values are also the input of the channel that models the system, i.e., these systems contain both private and initial public inputs. Therefore, the classical approaches are not
appropriate to analyze this scenario. This chapter adapts the classical view of information-theoretic channels to analyze quantitatively the security of systems containing both high and low inputs. Our analysis also proposes a new measure of information leakage that is based on Cachin’s definition of conditional-min entropy.

Additionally, we show that our measure also can be used to reason about the case where a system operator on purpose adds noise to the output, instead of always producing the correct output. The noisy outcome is used to reduce the correlation between the output and the input, and thus, to increase the remaining uncertainty about the secret. However, even though adding noise to the output enhances security, it reduces the reliability of the program. We show how given a certain noisy output policy, the increase in security and the decrease in reliability can be quantified.

**Organization of the chapter.** Section 8.2 presents our setting for the analysis. Then, Section 8.3 and Section 8.4 discuss the classical analysis and its shortcomings. Section 8.5 presents our quantitative security analysis model for programs that contain both low and high input, and its application. The next two sections discuss when negative information flow is expected, and how to construct and evaluate a noisy-output policy. Section 8.8 discusses related work, while Section 8.9 concludes.

**Origins of the chapter.** The content of this chapter was published in the proceedings of the 6th International Conference on Engineering Secure Software and Systems (ESSoS’14) [67].

### 8.2 Basic settings for the analysis

To aim for simplicity and clarity, rather than full generality, following the traditional approaches [84, 4], our models of analysis are based on the following basic settings. First, we assume that programs always terminate, and the attacker knows the source code of the program. We restrict to programs with just a single high security input $S$ and a single low security input $L_{in}$. Since the high security output is irrelevant, programs only give a low security outcome $O$. Our goal is to quantify how much information about $S$ is deduced by the attacker who can influence $L_{in}$, and observe the traces of $O$. We also assume that the sets of possible values of data are finite, as in the traditional approaches.
Secondly, we assume that there is a priori, publicly-known probability distribution on the high values. We also assume that data at the same security level are indistinguishable in the security meaning. Thus, a system that leaks the last 9 bits of private data is considered to be just as dangerous as a system that leaks the first 9 bits.

Finally, we consider the one-try guessing model, i.e., after observing the public outcomes, the attacker is allowed to guess the value of $S$ by only one try. This model of attack is suitable to many security situations where systems trigger an alarm if an attacker makes a wrong guess. For the password checker, this one-try guessing model can be understood as that an attacker is only allowed to try once. If the entered string is not the correct password, the system will block the account.

Notice that these restrictions aim to demonstrate our core idea. However, the analysis might adapt to more complex situations easily after some trivial modifications.

### 8.3 Classical models of quantitative security analysis

Classical quantitative security analysis [64, 28, 22, 62, 61, 99, 84, 9] proposes to use information theory as a setting to model information flow, and to define the quantity of information leakage. The common idea of these approaches is that a system is considered as a channel in the information-theoretic sense.

Formally, an information-theoretic channel $\mathcal{M}$ is a triple $\mathcal{M} = (X, Y, M)$, where $X$ represents a finite set of secret values as the input, $Y$ represents a finite set of observable outcomes as the output, and $M$ is a $|X| \times |Y|$ channel matrix that contains the conditional probabilities $p(y|x)$ for each $x \in X$ and $y \in Y$. Thus, each entry of $M$ is a real number between 0 and 1, and each row sums to 1.

Summarizing, classical quantitative security analysis models a program as a standard input-output channel with the secret $S$ as the input and the public outcome $O$ as the output. The analysis studies how much information about $S$ an attacker might learn from the output $O$.

---

$^1$These assumptions follow the traditional analysis.
8.3.1 Entropy

The quantitative analysis of information flow is based on the notion of entropy. The entropy of a random private variable expresses the uncertainty of an attacker about its value, i.e., how difficult it is for an attacker to discover its value. Thus, the entropy of a private value expresses the uncertainty of an attacker about its correct value. So far, most of the approaches were based on Shannon entropy [64, 28, 22, 62, 61, 99] and Rényi’s min-entropy with Smith’s version of conditional min-entropy [84, 9]. Various definitions of entropy are given as follows.

Let $X$ and $Y$ denote two discrete random variables. Let $p(X = x)$ denote the probability that $X = x$, and let $p(X = x|Y = y)$ denote the conditional probability that $X = x$ when $Y = y$.

**Shannon entropy**

**Definition 8.1** The Shannon entropy of a random variable $X$ is defined as,

$$H_{Shannon}(X) = -\sum_{x \in X} p(X = x) \log p(X = x),$$

where the base of the logarithm is set to 2 [4].

**Definition 8.2** The conditional Shannon entropy of a random variable $X$ given $Y$ is,

$$H_{Shannon}(X|Y) = \sum_{y \in Y} p(Y = y) H_{Shannon}(X|Y = y),$$

where $H_{Shannon}(X|Y = y) = -\sum_{x \in X} p(X = x|Y = y) \log p(X = x|Y = y)$.

It is possible to prove that $0 \leq H_{Shannon}(X|Y) \leq H_{Shannon}(X)$. The minimum value of $H_{Shannon}(X|Y)$ is 0, if $X$ is completely determined by $Y$. The maximum value of $H_{Shannon}(X|Y)$ is $H_{Shannon}(X)$, when $X$ and $Y$ are independent [4].

**Min-entropy**

**Definition 8.3** The Rényi’s min-entropy of a random variable $X$ is defined as [84]: $H_{Rényi}(X) = -\log \max_{x \in X} p(X = x)$. 
Notice that Shannon entropy and Rényi’s min-entropy coincide on uniform distributions.

Rényi did not define the notion of conditional min-entropy, and there are different definitions of this notion.

**Definition 8.4 (Smith’s version of conditional min-entropy [84])** The conditional min-entropy of a random variable \( X \) given \( Y \) is,

\[
H_{\text{Smith}}(X|Y) = -\log \sum_{y \in Y} p(Y = y) \cdot \max_{x \in \mathbf{X}} p(X = x|Y = y).
\]

Various researchers, including Cachin, have considered the following definition:

**Definition 8.5 (Cachin’s version of conditional min-entropy [21])** The conditional min-entropy of a random variable \( X \) given \( Y \) is,

\[
H_{\text{Cachin}}(X|Y) = -\sum_{y \in Y} p(Y = y) \cdot \log \max_{x \in \mathbf{X}} p(X = x|Y = y).
\]

**Example 8.1** Given a discrete random variable \( X \) with the priori distribution \( \pi = \{ p(X = x_1) = \frac{2}{3}, p(X = x_2) = \frac{1}{6}, p(X = x_3) = \frac{1}{6} \} \). Thus,

\[
H_{\text{Shannon}}(X) = -(\frac{2}{3} \log \frac{2}{3} + \frac{1}{6} \log \frac{1}{6} + \frac{1}{6} \log \frac{1}{6}), \quad \text{and}
\]

\[
H_{\text{Rényi}}(X) = -\log \frac{2}{3}.
\]

Suppose that the channel (matrix) \( M \) is as follows,

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y_1 )</th>
<th>( y_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>1/6</td>
<td>5/6</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The channel \( M \) and the distribution \( \pi \) determine the joint probability matrix \( J \), where \( J[x_i, y_j] = \pi(x_i) \cdot M[x_i, y_j] \).

<table>
<thead>
<tr>
<th>( x )</th>
<th>( y_1 )</th>
<th>( y_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>1/3</td>
<td>1/3</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>1/36</td>
<td>5/36</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>0</td>
<td>1/36</td>
</tr>
</tbody>
</table>
The joint probability matrix $J$ determines the distribution of $Y$, i.e., $p(Y = y_j) = \sum_{x_i} J[x_i, y_j]$. Thus, $p(Y = y_1) = \frac{1}{3} + \frac{1}{36} + 0 = \frac{13}{36}$, and $p(Y = y_2) = \frac{1}{3} + \frac{5}{36} + \frac{1}{6} = \frac{23}{36}$.

Since $p(X = x_i | Y = y_j) = \frac{J[x_i, y_j]}{p(Y = y_j)}$, we have

\[
p(X = x_1 | Y = y_1) = \frac{12}{13}, \quad p(X = x_2 | Y = y_1) = \frac{1}{13}, \quad p(X = x_3 | Y = y_1) = 0, \quad \text{and}
\]

\[
p(X = x_1 | Y = y_2) = \frac{12}{13}, \quad p(X = x_2 | Y = y_2) = \frac{5}{23}, \quad p(X = x_3 | Y = y_2) = \frac{6}{23}.
\]

Therefore, various measures of conditional entropy are given as follows,

\[
H_{\text{Shannon}}(X|Y) = -\frac{13}{36} \cdot \left( \frac{12}{13} \log \frac{12}{13} + \frac{1}{13} \log \frac{1}{13} \right) - \frac{23}{36} \cdot \left( \frac{12}{23} \log \frac{12}{23} + \frac{5}{23} \log \frac{5}{23} + \frac{6}{23} \log \frac{6}{23} \right)
\]

\[
H_{\text{Smith}}(X|Y) = -\log \left( \frac{13}{36} \cdot \frac{12}{13} + \frac{23}{36} \cdot \frac{12}{23} \right)
\]

\[
H_{\text{Cachin}}(X|Y) = -(\frac{13}{36} \log \frac{12}{13} + \frac{23}{36} \log \frac{12}{23})
\]

### 8.3.2 Quantity of information leakage

Suppose that a program $C$ is modeled as a channel matrix $M$ with $S$ as the input and $O$ as the output. The leakage of $C$ is defined as the difference between the uncertainty of the attacker about $S$ before executing the program and his uncertainty after observing $O$. Let $\mathcal{H}(S)$ denote the initial uncertainty of the attacker, and $\mathcal{H}(S|O)$ denote the uncertainty after the program has been executed and the public outcomes are observed. Therefore, the quantity of information leakage of $C$ is given by,

\[
\mathcal{L}(C) = \mathcal{H}(S) - \mathcal{H}(S|O),
\]

where $\mathcal{L}(C)$ denotes the leakage of $C$; $\mathcal{H}$ might be either Shannon entropy or min-entropy with Smith’s version of conditional min-entropy. The quantity of information leakage is measured in bit.

In this chapter, we let $\mathcal{L}_{\text{Shannon}}$ denote the leakage computed with Shannon entropy, and $\mathcal{L}_{\text{Smith}}$ denote the leakage computed by using min-entropy with Smith’s version of conditional min-entropy.
8.4 Shortcomings of the classical models

8.4.1 Counter-intuitive and conflict results

Many authors measure leakage using Shannon entropy. However, Smith shows that in the context of the one-try guessing model, a measure based on Shannon entropy does not always result in a very good operational security guarantee [84]. In particular, Smith argues that Shannon-entropy measure might be counter-intuitive by showing two programs $C$ and $C'$ such that by intuitive understanding, $C$ leaks more information than $C'$, but Shannon-entropy measures yield counter-intuitive results, i.e., $L_{\text{Shannon}}(C) < L_{\text{Shannon}}(C')$. For example, consider the two following programs $C_1$ and $C_2$ and their values of leakage, based on Shannon-entropy measure, from [84].

**Example 8.2 (Program $C_1$)**

```plaintext
if (S mod 8 = 0) then O := S else O := 1;
```

Basically, $C_1$ copies $S$ to $O$ when $S$ is a multiple of 8, otherwise, it sets $O$ to 1. Assume that $S$ is a 64-bit unsigned integer, $0 \leq S \leq 2^{64} - 1$, with the priori uniform distribution. Thus, the attacker’s initial uncertainty is given by,

$$H_{\text{Shannon}}(S) = - \sum_{s \in \{0, \ldots, 2^{64} - 1\}} p(S = s) \log p(S = s)$$

$$= - \sum_{s \in \{0, \ldots, 2^{64} - 1\}} \frac{1}{2^{64}} \log \frac{1}{2^{64}}$$

$$= -2^{64} \frac{1}{2^{64}} \log \frac{1}{2^{64}} = 64$$.

This program is deterministic, thus for each possible value of $S$, the execution of $C_1$ results in only one $O$. Among $2^{64}$ possible values of $S$, $2^{61}$ values give the output $O = S$. There are $2^{64} - 2^{61} = 7 \cdot 2^{61}$ inputs that map $O$ to 1. Thus, $p(O = 1) = \frac{7 \cdot 2^{61}}{2^{64}} = \frac{7}{8}$.

If the value $O$ is different from 1, the secret is revealed, i.e., $p(S = s|O = s) = 1$. When $O$ is equal to 1, the attacker only knows that $S$ is not a multiple of 8, i.e., the last 3 bits of $S$ are not all zeros. Thus, if $O = 1$, among $7 \cdot 2^{61}$ possible uniformly-distributed values of $S$, the probability that the guess of the secret value is correct is $p(S = s|O = 1) = \frac{1}{7 \cdot 2^{61}}$. Therefore,

$$H_{\text{Shannon}}(S|O) = 2^{61} \cdot \frac{1}{2^{61}} (- \log 1) + \frac{7}{8} (- \log \frac{1}{7 \cdot 2^{61}})$$

$$= 55.83$$.
Hence, according to Shannon-entropy measure, the leakage of $C_1$ is,

$$L_{\text{Shannon}}(C_1) = H_{\text{Shannon}}(S) - H_{\text{Shannon}}(S|O) = 64 - 55.83 = 8.17.$$ 

**Example 8.3 (Program $C_2$)**

$$O := S \& (0 \ldots 0.111.111.111)_b;$$

where $(0 \ldots 0.111.111.111)_b$ is the 64-bit binary number such that the first 55 bits are 0 and the last 9 bits are 1.

This program simply copies the last 9 bits of $S$ into $O$. Shannon-entropy measure gives $L_{\text{Shannon}}(C_2) = 9$.

In $C_1$, whenever the public outcome $O \neq 1$, the attacker obtains the secret $S$ completely. Thus, the expected probability of guessing $S$ correctly is greater than $2^{61} \cdot \frac{1}{2^{64}} = \frac{1}{8}$. In $C_2$, for any value of $O$, the probability of guessing $S$ correctly by one try is $\frac{1}{2^{55}}$, since the first 55 bits of $S$ are still unknown. It means that, in the one-try threat model, intuitively, $C_1$ is considered more dangerous than $C_2$. However, the measure based on Shannon entropy judges $C_2$ worse than $C_1$.

For this reason, Smith develops an alternative theory of quantitative information flow based on min-entropy [84]. Smith defines uncertainty in terms of the vulnerability of $S$ to be guessed in one try. The vulnerability of a random variable $X$ is the maximum of the probabilities of the possible values of $X$. This approach seems to match the intuitive idea of the one-try guessing model, i.e., the attacker always chooses the value with the maximum probability.

However, also min-entropy measures might result in counter-intuitive values of leakage. Consider the two following programs $C_3$ and $C_4$, from [84, 97].

**Example 8.4 (Program $C_3$: Password Checker (PWC))**

$$\text{if } (S = L_{\text{in}}) \text{ then } O := 1 \text{ else } O := 0;$$

where $S$ denotes the password, $L_{\text{in}}$ the string entered by the attacker, and $O$ the observable answer, i.e., right or wrong.

Assume that $S$ is an unsigned integer with the priori uniform distribution. Thus, $H_{\text{Rényi}}(S) = -\log \frac{1}{|S|} = \log |S|$, where $|S|$ is the number of possible values of $S$. If the output $O = 1$, the attacker obtains the password, i.e., $p(S = L_{\text{in}}|O = 1) = 1$. If $O = 0$, the probability that the attacker can guess the correct password by one try is $p(S = s|O = 0) = \frac{1}{|S| - 1}$. Generally,
the probability that the string $L_{in}$ matches the password $p(O = 1)$ is $\frac{1}{|S|}$. Hence, $p(O = 0) = \frac{|S| - 1}{|S|}$. Thus, according to Smith’s conditional min-entropy, $H_{Smith}(S|O) = -\log(\frac{1}{|S|} \cdot 1 + \frac{|S| - 1}{|S|} \cdot \frac{1}{|S| - 1}) = \log |S| - 1$. Therefore,

$$L_{Smith}(C_3) = H_{Rényi}(S) - H_{Rényi}(S|O) = 1.$$ 

Example 8.5 (Program $C_4$: Binary Search)

\[
\text{if} \ (S \geq L_{in}) \ \text{then} \ O := 1 \ \text{else} \ O := 0;
\]

where $S$ is with the same size as in $C_3$, and $L_{in} = |S|/2$ is a program parameter.

For this example, $p(O = 1) = p(O = 0) = \frac{1}{2}$, and $p(S = s|O = 1) = p(S = s|O = 0) = \frac{1}{|S|/2}$. Thus, $H_{Smith}(S|O) = \log |S| - 1$. Therefore,

$$L_{Smith}(C_4) = H_{Rényi}(S) - H_{Rényi}(S|O) = 1.$$ 

Thus, measure proposed by Smith does not distinguish between $C_3$ and $C_4$ by always judging that their leaks are the same. However, if $|S|$ is large, the probability that $S = L_{in}$ becomes so low in $C_3$, i.e., $p(O = 1) = \frac{1}{|S|} \approx 0$. Thus, intuitively, $C_3$ leaks almost nothing, since the chance of guessing $S$ correctly after observing the outcome is $\frac{1}{|S| - 1} \approx \frac{1}{|S|}$. Program $C_4$ always leaks 1 bit of information, since the chance of the correct guessing based on the public outcome is $\frac{2}{|S|}$. Thus, program $C_4$ should be judged more dangerous than $C_3$.

In his paper [84], Smith also admits that $C_3$ and $C_4$ should not be treated the same. It is trivial that the uncertainty of the password guessing decreases slowly, while in binary search, the uncertainty of the secret decreases very rapidly.

Notice that $L_{Shannon}(C_3) = 0$ and $L_{Shannon}(C_4) = 1$. This indicates that for these examples, Shannon-entropy measure matches the intuition. Therefore, we agree with Alvim et al. that no single leakage measure is likely to suit all cases [7].

8.4.2 Leakage in intermediate states

Classical approaches often consider only the leakage in the final states of the execution. However, to make a suitable model of analyzing quantitatively information flow, it is necessary to take into account also the leakage in intermediate states along the execution traces. Consider the following example where $S$ is a 3-bit binary number.


Example 8.6 (Program C5) Given that \((100)_b\) and \((011)_b\) are the binary forms of 4 and 3, respectively.

\[
\begin{align*}
O &:= 0; \\
O &:= S \& (100)_b; \\
O &:= S \& (011)_b;
\end{align*}
\]

Let \((s_3s_2s_1)_b\) denote the binary form of \(S\). The analysis based only on the final-state observation judges that C5 leaks 2 bits of private data, i.e., \(O = (s_3s_2s_1)_b \& (011)_b = (0s_2s_1)_b\). However, it is clear that this program leaks the secret completely, i.e., due to the leakage in the intermediate state, i.e., \(O = (s_3s_2s_1)_b \& (100)_b = (s_300)_b\).

Thus, an appropriate model of quantitative security analysis needs to consider the leakage given by a sequence of publicly observable data obtained during the program execution. However, notice that the leakage in intermediate states does not always contribute to the overall leakage of a trace, as in the following example,

Example 8.7 (Program C6)

\[
\begin{align*}
O &:= 0; \\
O &:= S \& (001)_b; \\
O &:= S \& (011)_b;
\end{align*}
\]

The overall leakage of this program trace is only 2 bits, since the leakage in the intermediate state, i.e., the last bit \(s_1\), is included in the leakage in the final state. This example shows that leakage of a program trace is not simply the sum of the leakage of transition steps along the trace, as in the approach of Chen et al. [26].

8.5 Analytical model for programs that contain low input

8.5.1 Leakage of programs with low input

The only input of the information-theoretic channel is the secret. For programs where an attacker might influence the initial value of the low variable, the initial
8.5. Analytical model for programs that contain low input

A low value is also an input of the channel modeling the program. To apply the traditional channel for the analysis, we propose to model such a program by a set of channels. Each channel corresponds to the model of the program where the low input is assigned a certain value. Thus, in our approach, the initial low value is considered as a parameter. Since we assume that the low value set is finite, the set of channels is also finite.

We see a channel as a test. We run the analysis on the set of tests. Since the attacker knows the program code, and is also able to influence the initial low value, he knows which test would give him more secret information. Thus, we define the leakage of the program that contains low input as the maximum leakage over all tests.

Given a program $C$ that contains a low input $L_{in}$. Let $\pi$ denote the prior distribution on the possible values of the private data, and $LVal$ denote the value set of $L_{in}$. Let $T|_O$ denote a trace of $O$ obtained from the execution of $C$. To define the leakage of $C$, our approach carries out the following steps.

---

**Leakage of Programs with Low Input**

1. Set up a test $(P, \pi, L_{in})$:
   1.1: Choose a value for $L_{in}$.
   1.2: Construct a channel where $S$ is the input, $L_{in}$ is the parameter of the channel, and the traces $T|_O$ are the output.
2. Compute the leakage of the test $(P, \pi, L_{in})$:
   \[ \mathcal{L}(P, \pi, L_{in}) = H_{Rényi}(S) - H_{Cachin}(S|L_{in}, T|_O), \]
   where $H_{Rényi}(S)$ is the min-entropy of $S$ corresponding to $\pi$.
3. Define the leakage of $P$ as: \[ \mathcal{L}(P, \pi) = \max_{L_{in} \in LVal} \mathcal{L}(P, \pi, L_{in}). \]

Notice that Step 1 and 2 are repeated for all values of $L_{in}$.

---

**Measures of uncertainty.** Since we follow the one-try guessing model, the initial uncertainty is computed by Rényi’s min-entropy of $S$ with the priori distribution $\pi$. In our approach, we propose to use Cachin’s version of conditional min-entropy (Definition 8.5) as a new measure for the remaining uncertainty, instead of Smith’s version. To the best of our knowledge, this measure has not previously been used in the theory of quantitative information flow.

In the remainder of this chapter, to denote our measure, we use the notation $\mathcal{L}_{Cachin}$ to distinguish it from the measure proposed by Smith.
8.5.2 Case studies

Below, we analyze some case studies, and compare Smith’s measure with our measure. We show that our measure agrees more with the intuition.

Password Checker. Consider the following PWC.

\[
\text{if } (S = L_{\text{in}}) \text{ then } O := 1 \text{ else } O := 0;
\]

where \( S \) might be \( A_1 \), \( A_2 \), or \( A_3 \), with \( \pi = \{ p(A_1) = 0.98, p(A_2) = 0.01, p(A_3) = 0.01 \} \). Since the attacker tests \( L_{\text{in}} \) based on the value of \( S \), there are 3 corresponding tests, i.e., \( L_{\text{in}} = A_1 \), \( L_{\text{in}} = A_2 \), or \( L_{\text{in}} = A_3 \). The leaks of the tests \( L_{\text{in}} = A_2 \) and \( L_{\text{in}} = A_3 \) are the same. Hence, we only analyze \( L_{\text{in}} = A_1 \) and \( L_{\text{in}} = A_2 \).

Before interacting with the PWC, the attacker believes that the password is \( A_1 \), since \( p(A_1) \) dominates the other cases. Thus, in both tests, the attacker’s initial uncertainty about \( S \) is \( H_{\text{Rényi}}(S) = -\log 0.98 = 0.02915 \).

When \( L_{\text{in}} = A_1 \), the PWC is modeled by the following channel matrix \( M \),

\[
\begin{array}{c|cc}
S & O = 1 & O = 0 \\
\hline
S = A_1 & 1 & 0 \\
S = A_2 & 0 & 1 \\
S = A_3 & 0 & 1 \\
\end{array}
\]

The channel \( M \) and the distribution \( \pi \) determine the joint probability matrix \( J \), where \( J[s, o] = \pi(s) \cdot M[s, o] \).

\[
\begin{array}{c|cc}
S & O = 1 & O = 0 \\
\hline
S = A_1 & 0.98 & 0 \\
S = A_2 & 0 & 0.01 \\
S = A_3 & 0 & 0.01 \\
\end{array}
\]

The joint probability matrix \( J \) determines a marginal distribution of \( O \), i.e., \( p(O = 1) = 0.98 \) and \( p(O = 0) = 0.02 \).

Since \( p(S = s|O = o) = \frac{J[s, o]}{p(o)} \), we have

\[
p(S = A_1|O = 1) = 1, \ p(S = A_2|O = 1) = p(S = A_3|O = 1) = 0, \text{ and}
\]

\[
p(S = A_1|O = 0) = 0, \ p(S = A_2|O = 0) = p(S = A_3|O = 0) = 0.5.
\]

Therefore, \( \mathcal{L}_{\text{Cachin}}(C, \pi, A_1) = 0.00915 \), while \( \mathcal{L}_{\text{Smith}}(C, \pi, A_1) = 0.01465 \).

When \( L_{\text{in}} = A_2 \), we obtain the following channel,
Thus, $p(O = 1) = 0.01$ and $p(O = 0) = 0.99$, and

$$p(S = A_1 | O = 1) = p(S = A_3 | O = 1) = 0, p(S = A_2 | O = 1) = 1,$$ and

$$p(S = A_1 | O = 0) = 0.9899, p(S = A_2 | O = 0) = 0, p(S = A_3 | O = 0) = 0.0101.$$  

Therefore, $L_{\text{Cachin}} (C, \pi, A_2) = 0.01465$, while $L_{\text{Smith}} (C, \pi, A_2) = 0.01465$.

The measure proposed by Smith judges that the leakage values of the two tests where $L_{\text{in}} = A_1$ and $L_{\text{in}} = A_2$ are the same. However, this contradicts the intuition. In the test $L_{\text{in}} = A_1$, if the PWC answers yes, it only helps the attacker to confirm something that he already believed to be certainly true. However, if the answer is $O = 0$, it does not help the attacker at all, i.e., he still does not know whether either $A_2$ or $A_3$ is more likely to be the password, since the posteriori probability $p(S = A_2 | O = 0)$ is still equal to $p(S = A_3 | O = 0)$.

Intuitively, the test $L_{\text{in}} = A_2$ helps the attacker to gain more secret information. If $O = 1$, it completely changes the attacker’s priori belief, i.e., the password is not $A_1$, and it also confirms a very rare case, i.e., the password is $A_2$. If $O = 0$, this even strengthens what the attacker’s belief about the secret, since the posteriori probability $p(S = A_2 | O = 0)$ increases. The analysis should indicate that the test $L_{\text{in}} = A_2$ leaks more information than the test $L_{\text{in}} = A_1$.

Thus, in this example, our measure gives results that match more the intuition. The leakage of this PWC is defined as the leakage of the test $L_{\text{in}} = A_2$. This example also shows that the test in which the attacker sets the low input based on the value that he believes to be the secret is not always the “best test”. Since the attacker knows the source code of the program and the priori distribution of the private data, he knows which test would give him the most information. This is the reason that we define the leakage of a program with low input as the maximum leakage over all tests.

In the general case, given $\pi = \{p(A_1) = a, p(A_2) = b, p(A_3) = c\}$, whenever $a > c$ and $b > c$, Smith’s measure cannot distinguish between the test $L_{\text{in}} = A_1$ and $L_{\text{in}} = A_2$, while our measure can, and also agrees more with the intuition about what the leakage should be.
A Multi-threaded Program. Consider the following example,

**Example 8.8**

\[
O := 0; \\
\{ \text{if } (O = 1) \text{ then } O := S/4 \text{ else } O := S \mod 2 \} \parallel O := 1; \\
O := S \mod 4;
\]

where \( S \) is a 3-bit unsigned integer with the priori uniform distribution.

The execution of this program results in the following traces, depending on whether thread \( C_1 \) or \( C_2 \) is picked first:

<table>
<thead>
<tr>
<th>( S )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{</td>
<td>\omega} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Consider a uniform scheduler, i.e., a scheduler that picks threads with equal probability. It is clear that the last command \( O := S \mod 4 \) always reveals the last 2 bits of \( S \). The first bit might be leaked with probability \( \frac{1}{2} \), depending on whether the scheduler picks thread \( C_2 \) first or not. Thus, with the uniform scheduler, intuitively, the real leakage of this program is 2.5 bits.

By observing the traces of \( O \), the attacker is able to derive secret information. For example, if the trace is 0100, the attacker can derive \( S \) precisely, since this trace is produced only when \( S = 0 \). If the trace is 0010, the attacker can conclude that \( S \) is either 0 or 4 with the same probability, i.e., \( \frac{1}{2} \). If the trace is 0111, the possible value of \( S \) is either 1 or 5, but with different probabilities, i.e., the chance that \( S \) is 5 is \( \frac{2}{3} \). There are 6 traces such that the attacker is able to derive the value of \( S \) precisely from them. There are 4 traces such that the attacker is able to guess \( S \) correctly with the probability \( \frac{1}{2} \), and 6 traces with the probability \( \frac{2}{3} \). Therefore, \( L_{Cachin}(C, \pi) = 3 - (-\left(\frac{6}{16} \cdot \log \frac{1}{2} + \frac{4}{16} \cdot \log \frac{1}{3} + \frac{6}{16} \cdot \log \frac{2}{3}\right)) = 2.53 \), while \( L_{Smith}(C, \pi) = 3 - (-\log(\frac{6}{16} \cdot 1 + \frac{4}{16} \cdot \frac{1}{2} + \frac{6}{16} \cdot \frac{2}{3})) = 2.58 \).

Consider a scheduler that picks thread \( C_2 \) first with probability \( \frac{3}{4} \). With this scheduler, the real leakage of this program is 2.75. Our measure gives \( L_{Cachin}(C, \pi) = 2.774 \), while \( L_{Smith}(C, \pi) = 2.807 \). If the scheduler picks thread \( C_2 \) first with probability \( \frac{1}{4} \), \( L_{Cachin}(C, \pi) = 2.271 \), while \( L_{Smith}(C, \pi) = 2.321 \). Of course in this case, the real leakage is 2.25. These results show that our measures are closer to the real leakage values.
These case studies show that our measure is more precise than the classical measure given by Smith’s conditional min-entropy. The main difference between the two measures is the position of log in the expression of the remaining entropy. The idea of using logarithm is to express the notion of uncertainty in bits. Thus, the log should apply only to the probability of the guess, which represents the uncertainty of the attacker, as in our approach. Our measure distinguishes between the probabilities of the observable and the probabilities of the guess based on the observable. In Smith’s measure, the logarithm applies to the combination of the two probabilities, and does not distinguish between them, which might cause imprecise results.

However, as a side remark, we emphasize that no unique measure is likely to be suitable for all cases. We believe that for some examples, measures based on Shannon entropy or Smith’s version of conditional min-entropy might match better the real values of leakage. Thus, it would be interesting (as future work) to evaluate each measure to draw up a guideline indicating which measure to apply to which scenario.

### 8.6 Noisy output

#### 8.6.1 Adding noise to the output

In relation to defining an appropriate measure for information flow quantification, this thesis also discusses a claim of the classical quantitative information flow theory, i.e., a quantitative measure of information leakage should return a non-negative value. The common idea is that the program’s public-outcome observation would enhance the attacker’s knowledge about the secret, and consequently reduce his initial uncertainty. Therefore, classical analysis often expects that the value of leakage should not be negative.

However, we think that this non-negativeness property does not always hold. For some applications, to enhance the confidentiality, the system operator adds noise secretly to the output, i.e., sometimes, the system might generate a wrong outcome, instead of the exact one, as in the following example.

Consider a deterministic system (program) $C$ where the secret might be $A_1$, $A_2$, or $A_3$ with the priori uniform distribution $\pi = \{p(A_1) = p(A_2) = p(A_3) = \frac{1}{3}\}$. The system $C$ might produce three low outcomes $Z_1$, $Z_2$, and $Z_3$ as described by the following channel matrix $M$. 
Since the attacker knows the program code, he is able to construct $M$ in his database. The system is deterministic, i.e., the public outcomes are totally dependent on the secret; thus, the attacker can obtain the private data entirely. For example, if the outcome is $Z_i$, the attacker knows for sure that $S = A_i$.

To protect the private data, the system operator might mislead the attacker by a noisy-output policy (policy for short), i.e., adding noise to the output of the system via some output-perturbation mechanism based on randomization. Thus, the channel modeling the system is secretly changed by the policy, i.e., the system is now described by the following channel matrix $M'$.

<table>
<thead>
<tr>
<th>$M'$</th>
<th>$O = Z_1$</th>
<th>$O = Z_2$</th>
<th>$O = Z_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S = A_1$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{1}{6}$</td>
<td>$0$</td>
</tr>
<tr>
<td>$S = A_2$</td>
<td>$0$</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{1}{3}$</td>
</tr>
<tr>
<td>$S = A_3$</td>
<td>$\frac{1}{3}$</td>
<td>$0$</td>
<td>$\frac{2}{3}$</td>
</tr>
</tbody>
</table>

The noisy-output policy is kept in secret, i.e., the attacker does not know that the security policy has been applied to the system. Thus, the attacker still thinks that the system is $M$, but in fact, the real system is $M'$.

Therefore, the posteriori distribution in the attacker’s database is not correct anymore, e.g., for the outcome $Z_i$, $p(S = A_i | O = Z_i) = 1$ is not the real posteriori probability. The real posteriori distribution ensures that his guess is not 100% correct.

The noisy outcomes might mislead the attacker’s belief about the secret, i.e., the attacker’s final uncertainty is increased. As a consequence, the value of leakage might be negative. This idea is illustrated more by the following example.

### 8.6.2 Negative information flow

**Password checker with noisy outcomes.** Consider the example of PWC in Section 8.5.2. We assume that a system operator has changed its behavior secretly, i.e., the real PWC is a probabilistic PWC where some perturbation mechanism has been applied to the output,

```plaintext
if (S = L_{in}) then \{ O := 1 \text{ 0.9} [ O := 0] \} else \{ O := 0 \text{ 0.9} [ O := 1] \};
```
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In this version, the exact answers are reported with probability 0.9, i.e., when $S = L_{in}$, $O = 1$ is reported with probability 0.9, and $O = 0$ with probability 0.1. Consider the test $L_{in} = A_2$, the real channel $M'$ is as follows,

<table>
<thead>
<tr>
<th>$M'$</th>
<th>$O = 1$</th>
<th>$O = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S = A_1$</td>
<td>0.1</td>
<td>0.9</td>
</tr>
<tr>
<td>$S = A_2$</td>
<td>0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>$S = A_3$</td>
<td>0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Notice that the attacker still thinks that the system is $M$, but in fact, the real system is $M'$. Based on $\pi$ and $M'$, the computation gives the real distribution of $O$, i.e., $p(O = 1) = 0.108$ and $p(O = 0) = 0.892$, and the real posteriori probabilities $p(S = A_2 | O = 1) = 0.083$ and $p(S = A_1 | O = 0) = 0.9887$.

Before observing the outcome, the attacker’s belief that the password is $A_1$ has 98% chance of being correct. If the outcome is $O = 0$, the real posteriori probability gives the attacker’s guess, i.e., $S = A_1$, a 98.87% chance of being correct. This is almost the same as the guess without the outcome observation. When $O = 1$, the attackers guesses $S = A_2$, since his database tells that this guess has the highest chance to be correct. However, the real posteriori probability ensures that his guess only has a 8.3% chance of being correct. Therefore, the outcomes of the program not only reveal no secret information, but also cause him to decide wrongly. Therefore, intuitively, this is a negative information flow.

As we expected, our measure indicates a negative leakage: $L_{\text{Cachin}}(C, \pi, A_2) = - \log 0.98 + (0.108 \log 0.083 + 0.892 \log 0.9887) = -0.37$, while $L_{\text{Smith}}(C, \pi, A_2) = -0.137$. Notice that the leakage is determined by the real probability of success, not by the probability in the attacker’s database.

To the best of our knowledge, we think that this observation of negative information flow has not been reported in the literature. We believe that this property would change the classical view of how the measure of uncertainty should be, i.e., we do not need to avoid measures that do not guarantee the non-negativeness property.

8.7 Noisy-output policy

The noisy outcomes change the behavior of the system, i.e., they change the channel matrix $M$ that models the system (the public channel matrix that the attacker also knows) to $M'$ (the real channel matrix that is kept secret). The noisy outcomes should be generated in such a way that they change the
original channel, but still preserve a certain level of reliability, e.g., the above probabilistic PWC works properly in 90% of the time. Totally random outcomes might achieve the best confidentiality, but these outcomes are practically useless. Besides, the noisy-output policy also needs to satisfy some general requirements that, on the one hand, help to mislead the attacker, i.e., the attacker does not know that the system has been changed by the policy; thus, he still uses the posteriori distributions based on $M$ and $\pi$ to make a guess, and on the other hand, reduce the leakage. This section discusses how to design such an efficient noisy-output policy.

### 8.7.1 Design a policy

Given a system $C$ that is described by a channel matrix $M$ of size $n \times m$, e.g., the set of secret input values is $\{A_1, \cdots, A_n\}$, and the set of observable outcomes is $\{Z_1, \cdots, Z_m\}$.

**General requirements.** Since the attacker knows $\pi$ and $M$, he is able to compute the marginal distribution of the output. Thus, firstly, the distribution of the output has to be preserved by the channel matrix $M'$, where the noise has been added. If the policy does not preserve this distribution, the attacker might find out that the channel $M$ has been changed, and he will try to study the system before making a guess, i.e., trying to get the real program code of the system.

Secondly, for each outcome $Z_i$, assume that $p(S = A_j | Z_i)$ is the maximum posteriori probability, then $p'(S = A_j | Z_i)$ is also the maximum posteriori probability, i.e., the maximum property of the posteriori distributions has to be preserved. For example, if $M$ gives a posteriori distribution where $p(S = A_j | Z_i) = 0.8$, then the real posteriori probability given by $M'$ might be $p(S = A_j | Z_i) = 0.6$. Thus, if the outcome is $Z_i$, the attacker thinks that the guess $S = A_j$ has a 80% chance to be correct. However, in reality, this guess only has a 60% chance of success. Notice that $p(S = A_j | Z_i)$ does not need to be equal to $p'(S = A_j | Z_i)$.

The preservation of the maximum property of the posteriori distribution is necessary. Consider a uniform posteriori distribution $\{p(S = A_1 | Z_i) = p(S = A_2 | Z_i) = p(S = A_3 | Z_i) = \frac{1}{3}\}$ in the attacker’s database. Following the requirement, the posteriori distribution given by $M'$ has to be also uniform. If we do not require this, then the real distribution might possibly be $\{p'(S = A_1 | Z_i) = 0.2, p'(S = A_2 | Z_i) = 0.7, p'(S = A_3 | Z_i) = 0.1\}$. According to his database, the attacker might guess $S = A_2$, since all three guesses have the
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same chance of being correct. In this case, the real probability would increase the chance of success, and thus, increase the leakage.

**Reliability.** Reliability of a system is the probability that a system will perform its intended function during a specified period of observation time. Let $R_i$ ($R_i \leq 1$) denote the reliability corresponding to the secret value $A_i$, i.e., the probability that the system will produce correct outcomes when the secret is $A_i$. Thus, the overall reliability of the system $C$ is $R_P = \sum_i p(A_i) \cdot R_i$. The noisy-output policy produces noise, and thus, it reduces the reliability of the system. Therefore, we require that a noisy-output should guarantee at least a certain level of reliability.

**Noisy-output policy.** We propose a simple policy that might reduce the unwanted information flow, while still preserving a certain level of reliability. The following policy only aims to demonstrate the core idea of what a noisy-output policy should be. The practical policy might be customized due to requirements of the application. Given a channel matrix $M$ that models a system $C$, A noisy-output policy changes $M$ to $M'$ by choosing an appropriate set of $\{R_1, \cdots, R_n\}$.

---

**Noisy-output policy**

1: For each row $i$ of $M$, multiply each entry of the row by the reliability variable $R_i$. Choose randomly one of the smallest entries, and add the value $1 - R_i$ to it. Denote this modified matrix by $M'$.

2: Choose an overall reliability value that the policy has to guarantee, e.g., $R_{\text{min}}$. Establish an inequality: $\sum_i p(A_i) \cdot R_i \geq R_{\text{min}}$.

3: For any outcome $Z_i$, let $p(O = Z_i)$ denote the probability determined by $\pi$ and $M$, and $p'(O = Z_i)$ determined by $\pi$ and $M'$, establish an equation: $p(O = Z_i) = p'(O = Z_i)$.

4: For each outcome $Z_i$, if $\forall k, p(S = A_j | Z_i) \geq p(S = A_k | Z_i)$, then establish the following condition: $\forall k, p'(S = A_j | Z_i) \geq p'(S = A_k | Z_i)$.

5: Solve these equations and inequalities. The set $\{R_1, \cdots, R_n\}$, are chosen in such a way that the leakage given by $M'$ is close to zero, and the reliability of the system $R_P$ is as high as possible.

Notice that in Step 1, the sum of all entries of a row has to be 1; thus we have
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to add the value $1 - R_i$ to one of its entries. Step 3 establishes a set of equations, i.e., $m - 1$ independent equations that correspond to $m - 1$ observable outcomes, that preserve the output distribution. We also obtain $(n - 1) \cdot m$ inequalities in Step 4, that preserve the maximum property of the posteriori distributions.

There always exists a trivial solution $R_1 = \cdots = R_n = 1$, i.e., $M$ and $M'$ are identical. When there are multiple solutions, we choose one that gives low leakage, but a high overall reliability. However, this does not always happen. A solution that guarantees a very low value of leakage might also give a low reliability. In fact, a negative leakage, i.e., when the attacker decides wrongly based on the observable outcomes, is not always necessary. The goal of the policy is to ensure that the attacker cannot gain knowledge from the observable outcomes. Thus, $R_1, \cdots, R_n$ are chosen such that the leakage is close to zero and the overall reliability gets a high value. Next, we show an important property of our policy.

**Theorem 8.1** Given a priori distribution $\pi$ and a channel matrix $M$, the channel matrix $M'$ modified from $M$ by a noisy-output policy always gives a leakage quantity that is not greater than the one given by $M$.

**Proof:** For any outcome $Z_i$, assume that the maximum likely secret is $A_j$. Since $p'(Z_i) = p(Z_i)$ and $p'(S = A_j|Z_i) = R_j \cdot p(S = A_j|Z_i)$, thus $-p'(Z_i) \log p'(S = A_j|Z_i) \geq -p(Z_i) \log p(S = A_j|Z_i)$. Therefore, the value of remaining uncertainty given by $\pi$ and $M'$ is greater than or equal to the one given by $\pi$ and $M$. As a consequence, the corresponding leakage quantity is reduced. $\square$

### 8.7.2 Example

Section 8.6.1 presents an example idea with noisy outcomes. However, the outcomes in this example do not follow a policy. Thus, the general requirements are not preserved. This section illustrates how noisy outcomes are designed. We consider the same channel $M$ with the same priori uniform distribution $\pi$.

Based on $\pi$ and $M$, the attacker knows that $p(O = Z_1) = p(O = Z_2) = p(O = Z_3) = \frac{1}{3}$. If $O = Z_i$, the attacker will guess $S = A_i$, since $p(S = A_i|O = Z_i)$ is the maximum probability.

Following the idea of a noisy-output policy, to protect the secret, a system operator might mislead the attacker by adding noise to the output, i.e., the real system is $M'$. 
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To preserve the output distribution, the following equations have to be satisfied:

\[
\begin{align*}
\frac{1}{3} \mathcal{R}_1 + \frac{1}{3} (1 - \mathcal{R}_2) &= \frac{1}{3} \\
\frac{1}{3} (1 - \mathcal{R}_1) + \frac{1}{3} \mathcal{R}_2 &= \frac{1}{3}
\end{align*}
\]

Simplifying them, we obtain \( \mathcal{R}_1 = \mathcal{R}_2 = \mathcal{R}_3 \).

The maximum property of the posteriori distributions determines that \( \frac{1}{2} \leq \mathcal{R}_1, \mathcal{R}_2, \mathcal{R}_2 \leq 1 \). For this example, the reliability of the system is \( \mathcal{R}_P = \mathcal{R}_1 \), and \( \mathcal{L}_{\text{Cachin}} (C, \pi) = \mathcal{L}_{\text{Smith}} (C, \pi) = \log 3 \mathcal{R}_1 \).

Thus, a high value of \( \mathcal{R}_1 \), which guarantees a high overall reliability, also gives a high value of leakage. If the goal is to reduce the leakage, we might choose \( \mathcal{R}_1 = \mathcal{R}_2 = \mathcal{R}_3 = \frac{1}{2} \), which gives the smallest value of leakage, i.e., \( \log \frac{3}{2} \), but also a very low reliability. If a high reliability is required, \( \mathcal{R}_1 = \mathcal{R}_2 = \mathcal{R}_3 = \frac{2}{3} \) might be a good choice.

Consider the PWC example, for the test \( L_{in} = A_2 \), following the policy, we can choose \( \mathcal{R}_1 = 0.995, \mathcal{R}_2 = 0.5, \mathcal{R}_3 = 0.99 \) to have \( \mathcal{L}_{\text{Cachin}} (C, \pi, A_2) = -0.00275 \) with the reliability \( \mathcal{R} = 0.99 \). However, if we consider both tests, i.e., \( L_{in} = A_1 \) and \( L_{in} = A_2, \mathcal{R}_1 = \mathcal{R}_2 = \mathcal{R}_3 = 1 \).

As mentioned above, a noisy-output policy enhances the security, but reduces the reliability of a system, i.e., the system does not always work in a proper way. However, the drawback of the reduced reliability can be overcome. Consider a situation of the PWC in which an user or an attacker provides a correct password, but the system rejects it, and then blocks his account — according to the one-try model. If this context is for the attacker, it would be very nice, since the attacker does not have a chance to use the account again. If this context is for the real user, the situation is different from the one for the attacker: the user is still allowed to reactivate the account by contacting the company/website administrators and proving that he is the real owner of the account, while the attacker cannot do the same.

The other way around, i.e., when the system accepts a wrong password, is not nice for the security. This is the reason that the policy should guarantee a high reliability. Notice that in this scenario, the system accepts the login, but no
private information has been leaked, since the attacker still does not know the correct password. Thus, in the next login, there is a high chance that the system will reject this wrong password. Moreover, to avoid the situation of accepting a wrong password, the system might also implement the two-factor authentication, i.e., in addition to asking for something that only the user knows (e.g., username, password, PIN), the system also requires something that only the user has (e.g., ATM card, smart card). The ATM scenario illustrates the basic concept of most two-factor authentication systems, i.e., without the combination of both ATM card and PIN verification, authentication does not succeed.

Finally, it should be stressed that we only sketch the main idea of a noisy-output policy. However, for practical applications, depending on the real security requirements, the above policy might be customized, e.g., in Step 1, instead of choosing randomly one of the smallest entries, and adding $1 - R_i$ to it, the policy can add to each of the smallest entries a value such that the sum of all these values is equal to $1 - R_i$.

8.8 Related work

Our proposal for programs with low input borrows ideas from Malacaria et al. [62] and Yasuoka et al. [94]. For programs that contain both high and low inputs, Malacaria et al. and Yasuoka et al. define the information leakage as follows,

$$L(C) = H(S|L_{in}) - H(S|L_{in} , O).$$

In most cases, the high input $S$ is independent of the low input $L_{in}$, thus we can rewrite the above expression as,

$$L(C) = H(S) - H(S|L_{in}, O).$$

Malacaria et al. define their measure based on Shannon entropy, while Yasuoka et al. only consider the leakage in the final states.

Basically, Malacaria et al. and Yasuoka et al. fix the initial low value by assigning it a specific value, and then define the leakage of a program as the leakage of a single test, while we define it as the maximum leakage of all tests. Besides, in these works, how to model programs with low input is not mentioned. Since the analysis is based on the program model, a wrong channel model, as in the accuracy-based approaches discussed below, would result in counter-intuitive values of leakage.
Clarkson et al. [31] argue that the classical uncertainty-based analysis is not adequate to measure information flow by analyzing the leakage of the same PWC in Section 8.5.2. Clarkson et al. fix the value of the secret, i.e., the password, and also the initial low value, i.e., the string that the attacker believes to be the password, and then analyze information flow under that specific circumstance.

According to [31], the attacker always tries $L_{in} = A_1$, since he believes that the password is highly likely to be $A_1$ (with probability 0.98). When the real password is $A_3$, PWC produces the outcome $O = 0$ with probability 1. Therefore, the channel matrix that models this scenario looks like,

<table>
<thead>
<tr>
<th>$S = A_3$</th>
<th>$O = 1$</th>
<th>$O = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Based on the outcome, the attacker concludes that $A_2$ and $A_3$ each has 0.5 chance of being the password. Thus, initially, the attacker is quite certain about the value of the password, but after observing the outcome, he is rather uncertain about it. Therefore, there is an increase in uncertainty, and as a consequence, the value of leakage is negative, i.e., the classical uncertainty-based analysis would interpret this negative value as an absence of information flow. However, Clarkson et al. argue that this result flatly contradicts the intuition. Since from interacting with PWC, the attacker gains more knowledge by learning that the password is not $A_1$. Thus, the information flow should be positive. Therefore, the authors suggest that the classical uncertainty-based measures are inadequate to quantify information flow. They propose another approach called accuracy-based analysis. This trend of research has been expanded in [30, 49, 50, 42].

However, the approach proposed by Clarkson et al. reports a leakage value that is inconsistent with the size of the flow. For example, consider the above example. Since cardinality of the password is 3, the maximum size needed to store the password is $\log_3 3 = 1.5849$ bits. However, the accuracy-based measure reports a leakage of 5.6438 bit [30]. Thus, the quantity of the secret information flow exceeds the size needed to store the secret.

We believe that there is a flaw in the way Clarkson et al. model the system. Clarkson et al. fix the value of the secret. Thus, this does not capture precisely the idea of an information-theoretic channel. The information-theoretic channel has the secret as the input, and the entropy of the input quantifies the uncertainty involved in predicting the value of the secret. Thus, if the value of the secret is fixed, it implies that the priori distribution on the possible values of the secret is not valid anymore, i.e., the secret is now a certain value with the
absolute probability 1. As a consequence, the entropy of the input does not reflect the true meaning of the initial uncertainty. Also notice that in information theory, if the value of a random variable is fixed, then its amount of information is 0. For example, suppose one transmits 100 bits. If these bits are fixed, i.e., they are known ahead of transmission with the absolute probability, information theory indicates that no information has been transmitted. If, however, each bit is equally and independently likely to be 0 or 1, 100 bits have been transmitted. Therefore, in these approaches, a wrong channel model has led to misleading results, i.e., a negative uncertainty-based result, or a size-inconsistent accuracy-based result.

Alvim et al. discuss limitations of the classical information-theoretic channel by showing that it is not a valid model for interactive systems where secrets and observables can alternate during the computation and influence each other [6]. In [4], Alvim et al. also discuss the example of the password checker. They fix the password by assigning it a specific value, and then consider the initial low values as the only input to the channel. As discussed before, this idea does not reflect the true idea of the information-theoretic channel.

Köpf et al. also consider systems with low input, i.e., cryptosystems where the attacker can control the set of input messages [54]. However, their proposal is only for deterministic systems, i.e., for each input, the system produces only one output, while in our proposal, the output might be nondeterministic and probabilistic. Besides, Köpf et al. consider a different threat model, i.e., the multiple-try guessing model, and they put a restriction on the priori distribution of the secret, requiring it to be uniform.

Based on Smith’s measure and the point of view of the probability of error — the probability that the attacker guesses the secret wrongly, Braun et al. [20] define the leakage as the difference between the probabilities of error of a priori guess and a posteriori guess, i.e., before and after observing the output. They define this difference in two different ways: one is multiplicative leakage, which coincides with Smith’s measure apart from the absence of the logarithm, and another is additive leakage, which is new. This paper also shows that for these two measures, the worst case of leakage — the maximum leakage over all initial distributions of the secret — can be computed easily. Notice that this paper does not consider the low input, and the maximum leakage is defined by quantifying over the initial distributions, not over the initial low values, as in our proposal.

The idea of adding noise to the output comes from differential privacy control, i.e., the problem of protecting the privacy of database’s participants when performing statistical queries [4, 5, 3]. The differential privacy control also uses
some output-perturbation mechanism to report a noisy answer among the correct ones for the queries. Thus, while the attacker is still able to learn properties of the population as a whole, he cannot learn the value of an individual. To construct an efficient noisy-output policy for a statistical database, it is necessary to consider the balance between privacy, i.e., how difficult it is to guess the value of an individual, and utility, i.e., the capacity to retrieve accurate answers from the reported ones. In [55], Köpf et al. also explore a similar idea to cope with timing attacks for cryptosystems, i.e., randomizing each cipher-text before decryption. As a consequence, the strength of the security guarantee is enhanced, while the efficiency of the cryptosystem is decreased, since the execution time of the cryptographic algorithm is increased.

8.9 Conclusions

This chapter extended the classical quantitative information flow analysis by considering a context where programs also contain low input, i.e., an attacker can set up the initial low values of the program, based on his knowledge about the private data. We also introduced a new measure — based on the definition of conditional min-entropy by Cachin — for the notion of remaining uncertainty in the analysis.

This chapter also pointed out an interesting property of the analysis, namely: when the output contains noise, the value of leakage might be negative. This property gives rise to a proposal for a new measure of information flow. Finally, an efficient noisy-output policy, i.e., adding noise to the output but still preserving a high overall reliability, was also introduced.

Notice that this model of analysis fixes the scheduler, i.e., we assume that an attacker cannot choose the scheduler. It makes this analysis more suitable for sequential programs. Sequential programs contain no parallel operator; thus the scheduler is not necessary for such programs. For multi-threaded programs, as mentioned before, it is necessary to consider the effect of the scheduling policy. Thus, to apply this analysis to the multi-threaded setting, we should extend the observation of the channel not only to include traces, but also scheduling decisions at each step. However, this model of channels is complicated, since we then have to integrate many types of data into the channel. Instead, the next chapter presents a simple, more efficient analysis for multi-threaded programs.
Chapter 9

Multi-threaded Programs with the Effect of Schedulers

9.1 Introduction

This chapter proposes a model that aims to analyze quantitatively information flow of *multi-threaded programs*. In this model, we lift the restriction of the previous chapter that the attacker cannot control the scheduler’s decisions. For multi-threaded programs, the effect of choices of the scheduler should not be ignored in the analysis, as illustrated by the following example

**Example 9.1** Consider the following program where $S$ is a 2-bit secret variable with the priori uniform distribution,

$$O := S/2 \parallel O := S \mod 2.$$  

Assume that the attacker executes this program with a uniform scheduler. Since $S$ is a uniform 2-bit data, there are 4 possible traces \{00,01,10,11\} with the same probability of occurrence.

<table>
<thead>
<tr>
<th>$S$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{</td>
<td>O}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
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If the obtained trace is either 00 or 11, the attacker knows for sure that S is 0, or 3, respectively. However, if the trace is 01 or 10, he is only able to guess that S is either 1 or 2, with the same probability of success. Thus, with this scheduler, the secret is not leaked completely.

However, if the attacker chooses a scheduler which always picks \( O := S/2 \) first, there are also 4 possible traces \{00,01,10,11\} with the same probability of occurrence; but in this case, the attacker can always derive the value of S correctly.

Thus, to obtain an appropriate model of quantitative information flow analysis for multi-threaded programs, we need to: (1) consider how public values in intermediate states help to reduce the attacker’s initial uncertainty about the private data, (2) take into account the effect of schedulers on the overall leakage of the program, since the outcomes of a multi-threaded execution depend on the scheduler’s choices.

The model of analysis presented in this chapter does not follow the traditional channel-based approaches. Instead, this analysis models the program execution under the control of a given scheduler by a PKS, where states denote the probability distributions of private data. Based on this program model, we define the leakage of an execution trace, i.e., the leakage that can be derived from a sequence of public data obtained during the program execution. The program leakage is then given as the expectation of the trace-leakage values.

**Organization of the chapter.** The remainder of this chapter starts with a description of the program model. This is a PKS where state labels are distributions of private data. This model describes the execution of a multi-threaded program under the control of a scheduler for the analysis. Based on this program model, in Section 9.3 and Section 9.4, we discuss how trace leakage and program leakage are computed. Section 9.5 provides a case study, and then compares our result with the existing channel-based approaches. Section 9.6 discusses a technique for computing the leakage. Section 9.7 discusses related work, while Section 9.8 concludes the chapter.

**Origins of the chapter.** The model of analysis presented in this chapter was published in the proceedings of the 11th International Workshop on Quantitative Aspects of Programming Languages and Systems (QAPL’13) [66].
9.2 Program model

In this analysis, instead of the information-theoretic channel, we model the execution of a multi-threaded program under the control of a probabilistic scheduler by a variant of the PKS given in Definition 2.2. Basically, the following program model is a PKS, but it labels states with distributions of the private variable $S$, i.e., the labeling function $V : S \rightarrow D(S)$ assigns a distribution $\mu \in D(S)$ to each state $c \in S$, describing the attacker’s knowledge about $S$ at each state.

**Definition 9.1 (Program model)** The program model is a PKS $A = \langle S, I, \text{Var}, V, \rightarrow \rangle$ consisting of (i) a set $S$ of states, (ii) an initial state $I \in S$, (iii) a finite set of variables $\text{Var} = H \cup L$, (iv) a labeling function $V : S \rightarrow D(S)$, where $S \in H$, and (v) a transition relation $\rightarrow \subseteq S \times D(S)$.

The distribution of $S$ changes from state to state along a trace, depending on the public values in the states and the program commands (chosen by the scheduler) that result in such observables. This idea is sketched by the following example.

Initially, given that the attacker knows that the value of $S$ is in the set $\{0, 1, 2, 3\}$ without any priority, i.e., assuming a priori uniform distribution of $S$: $\pi = \{0 \mapsto \frac{1}{4}, 1 \mapsto \frac{1}{4}, 2 \mapsto \frac{1}{4}, 3 \mapsto \frac{1}{4}\}$. Consider the program:

$$O := S/2 \parallel O := S \mod 2.$$ 

The scheduler might choose either of the two threads to execute first, and either of them might result in the same $O$, e.g., $O = 1$. If the executed thread is $O := S/2$, the updated distribution is $\{0 \mapsto 0, 1 \mapsto 0, 2 \mapsto \frac{1}{2}, 3 \mapsto \frac{1}{2}\}$; otherwise, it is $\{0 \mapsto 0, 1 \mapsto \frac{1}{2}, 2 \mapsto 0, 3 \mapsto \frac{1}{2}\}$.

Thus, the program is seen a distribution transformer, from the priori distribution of $S$ in the initial state to the final distributions in the final states. By observing the traces of the distribution transformation, the attackers might be able to learn information about the initial private data. Our goal is to measure how much secret information that has been deduced by the attacker based on these observations.

9.3 Leakage of a program trace

Program C6 (Example 8.7) in Section 8.4.2 shows that the leakage of a trace is not simply the sum of leakage values of transition steps along the trace. This section addresses how we can compute a program-trace leakage.
Example 9.2  Consider again $C_6$,

$$O := 0;$$
$$O := S \& (001)_b;$$
$$O := S \& (011)_b;$$

Let $(s_3s_2s_1)_b$ denote the binary form of $S$. We assume that the priori distribution of $S$ is uniform. The execution of this program results in just one trace, i.e., $\langle (000)_b \rangle \rightarrow \langle (00s_1)_b \rangle \rightarrow \langle (0s_2s_1)_b \rangle$, where a state $\langle \rangle$ is represented by the public value $O$.

Assume that $s_2 = 1$ and $s_1 = 1$, the obtained trace is

$$\langle (000)_b \rangle \rightarrow \langle (001)_b \rangle \rightarrow \langle (011)_b \rangle.$$  

At the initial state $\langle (000)_b \rangle$, the attacker’s initial uncertainty is represented by the priori distribution of $S$, i.e., $\{0 \mapsto \frac{1}{8}, 1 \mapsto \frac{1}{8}, 2 \mapsto \frac{1}{8}, 3 \mapsto \frac{1}{8}, 4 \mapsto \frac{1}{8}, 5 \mapsto \frac{1}{8}, 6 \mapsto \frac{1}{8}, 7 \mapsto \frac{1}{8} \}$. At state $\langle (001)_b \rangle$, the attacker learns that the last bit of $S$ is 1. Thus, the distribution of $S$ changes, for example, $S$ cannot be 0. Hence, the updated distribution at state $\langle (001)_b \rangle$ is $\{0 \mapsto 0, 1 \mapsto \frac{1}{4}, 2 \mapsto 0, 3 \mapsto \frac{1}{4}, 4 \mapsto 0, 5 \mapsto \frac{1}{4}, 6 \mapsto 0, 7 \mapsto \frac{1}{4} \}$. Similarly, at the final state $\langle (011)_b \rangle$, the updated distribution is $\{3 \mapsto \frac{1}{4}, 7 \mapsto \frac{1}{4} \}$.1

Based on the final distribution of $S$, the attacker derives that the value of $S$ is either 3 or 7. His uncertainty on secret information is reduced by the knowledge gained from the trace observation.

Since the program is a distribution transformer, the distribution of private data at the initial state of a trace can present the initial uncertainty of the attacker about the secret, and the distribution of private data at the final state can present his final uncertainty, after the trace has been observed. Thus, we can define the leakage of a program trace as,

$$\text{Leakage of a program trace} = \text{Initial uncertainty} - \text{Final uncertainty}.$$  

Measure of uncertainty. Given a distribution of private data, the best strategy of the one-try guessing model is to choose the value with the maximum probability. ‘Best’ means that this strategy induces the smallest probability of guessing wrongly. Let $S$ be the set of possible values of $S$, the value that affects the notion of uncertainty is $\max_{s \in S} p(s)$. If $\max_{s \in S} p(s) = 1$, the uncertainty must be 0, i.e., the attacker already knows the value of $S$. Thus, the notion

---

1We leave out the elements that have probability 0.
of uncertainty is computed as the negation of the logarithm of \( \max_{s \in S} p(s) \), i.e., uncertainty = \(-\log \max_{s \in S} p(s)\), where the negation is used to ensure the non-negative uncertainty\(^2\).

This measure coincides with the notion of Rényi’s min-entropy. Thus, given a distribution of \( S \), the attacker’s uncertainty about the secret in this analysis is: Uncertainty = \( H_{\text{Rényi}}(S) \).

Therefore, the leakage of a program trace \( T \) is,

\[
\mathcal{L}(T) = H_{\text{Rényi}}(S_{i}^T) - H_{\text{Rényi}}(S_{f}^T),
\]

where \( H_{\text{Rényi}}(S_{i}^T) \) is Rényi’s min-entropy of \( S \) with the initial distribution, and \( H_{\text{Rényi}}(S_{f}^T) \) is Rényi’s min-entropy of \( S \) with the final distribution, i.e., the distribution of the secret at the final state in \( T \).

Thus, following our measure, in Example 8.7, \( \mathcal{L}(T) = -\log \frac{1}{8} - (-\log \frac{1}{2}) = 2 \). This value matches the intuitive understanding that \( C6 \) leaks 2 bits of private information.

Consider Example 8.6. Assume that \( s_1 = s_2 = s_3 = 1 \), the execution of \( C5 \) results in the trace \( \langle (000)_b \rangle \rightarrow \langle (100)_b \rangle \rightarrow \langle (011)_b \rangle \).

At state \( \langle (100)_b \rangle \), the attacker learns that the first bit of \( S \) is 1. Thus, the distribution of \( S \) is \( \{4 \mapsto \frac{1}{4}, 5 \mapsto \frac{1}{4}, 6 \mapsto \frac{1}{4}, 7 \mapsto \frac{1}{4}\} \). At the final state \( \langle (011)_b \rangle \), the distribution is updated to \( \{7 \mapsto 1\} \), which is different from the final distribution given by \( C6 \). Hence, \( \mathcal{L}(T) = -\log \frac{1}{8} - (-\log 1) = 3 \). This result also matches the intuition that the attacker is able to derive \( S \) precisely from the execution trace of \( C5 \).

Notice that in our approach, instead of the remaining uncertainty, we use the notion of final uncertainty. Both initial and final uncertainty are denoted by the same entropy measure, i.e., Rényi’s min-entropy. In addition, the notion of remaining uncertainty depends only on the public outcomes of the execution, while the final uncertainty is based on the distribution computed for the final state, which takes into account the public values in the intermediate states along the trace, and also the program commands (selected by the scheduler) that result in such observable values.

### 9.4 Leakage of a multi-threaded program

The execution of a multi-threaded program \( C \) under the control of a scheduler \( \delta \) often results in a set of traces \( \text{Trace}(A_\delta) \). Therefore, the leakage of \( C \) is
computed as the expected value of its trace leakages, i.e.,
\[
\mathcal{L}(C, \pi) = \sum_{T \in \text{Trace}(A_\delta)} p(T) \cdot \mathcal{L}(T)
\]
\[
= \sum_{T \in \text{Trace}(A_\delta)} p(T) (\mathcal{H}_{\text{Rényi}}(S^1_T) - \mathcal{H}_{\text{Rényi}}(S^f_T)).
\]

Since \(\mathcal{H}_{\text{Rényi}}(S^1_T)\) is the same for all \(T \in \text{Trace}(A_\delta)\), for notational convenience, we simply write it as \(\mathcal{H}_{\text{Rényi}}(S^i)\). Thus, we can rephrase the above expression as follows,

\[
\mathcal{L}(C, \pi) = \mathcal{H}_{\text{Rényi}}(S^i) - \sum_{T \in \text{Trace}(A_\delta)} p(T) \cdot \mathcal{H}_{\text{Rényi}}(S^f_T).
\]

The next section provides a case study showing that this measure is different from the traditional channel-based approaches, including the one we proposed in the previous chapter.

9.5 A case study

The following case study illustrates how the leakage of a multi-threaded program is computed. It also shows that this model of analysis is more precise for multi-threaded programs than other measures discussed in the previous chapter. Consider again Example 8.8 in Section 8.5.2,

\[
O := 0; \quad \{\text{if } (O = 1) \text{ then } O := S/4 \text{ else } O := S \text{ mod } 2 \} \| O := 1; \quad O := S \text{ mod } 4;
\]

where \(S\) is a 3-bit unsigned uniform integer.

The execution of this program with a uniform scheduler is modeled by a PKS \(A\) in Figure 9.1. The PKS consists of 20 states that are numbered from 0 (the initial state) to 19. The contents of each state is the value of \(O\) in that state, e.g., in the initial state, the value of \(O\) is 0, which corresponds to the first command of the program: \(O := 0\).

Let \(C_1\) and \(C_2\) denote the left and right threads. Since we consider the uniform scheduler, either thread \(C_1\) or \(C_2\) can be picked next with the same probability \(\frac{1}{2}\). If the scheduler picks \(C_2\) before \(C_1\), \(A\) evolves from state 0 to state 1, where \(O = 1\). If \(C_1\) is picked first, \(A\) might evolve from state 0 to either state 2 or state 3 with the same probability \(\frac{1}{4}\). Since the value of \(O\) in state 0 is 0, the command \(O := S \text{ mod } 2\) is executed. Since the possible values of \(S\)
are \{0, \ldots, 7\}, the outcome \(O\) might be 0 (state 2) if \(S \in \{0, 2, 4, 6\}\), or 1 (state 3) if \(S \in \{1, 3, 5, 7\}\).

At state 1, \(A\) might evolve to either state 4 or state 5 with the same probability. Since currently, \(O\) is 1, the command \(O := S/4\) is executed. Thus, \(O\) might be 0 if \(S \in \{0, 1, 2, 3\}\), or 1 if \(S \in \{4, 5, 6, 7\}\).

The PKS \(A\) evolves from one state to another until the execution terminates, i.e., when the last command \(O := S \mod 4\) is executed.

The attacker’s initial uncertainty about \(S\) is denoted by the uniform distribution, i.e.,

\[
\pi = \{0 \mapsto \frac{1}{8}, 1 \mapsto \frac{1}{8}, 2 \mapsto \frac{1}{8}, 3 \mapsto \frac{1}{8}, 4 \mapsto \frac{1}{8}, 5 \mapsto \frac{1}{8}, 6 \mapsto \frac{1}{8}, 7 \mapsto \frac{1}{8}\}.
\]

At state 1, the distribution of \(S\) is still uniform, since the attacker learns nothing from the command \(O := 1\). At state 4, since the execution of \(O := S/4\) results in 0, the attacker learns that the true value of \(S\) must be in the set \{0, 1, 2, 3\}, with the same probability. Thus, the updated distribution of \(S\) at this state is:

\[
\{0 \mapsto \frac{1}{4}, 1 \mapsto \frac{1}{4}, 2 \mapsto \frac{1}{4}, 3 \mapsto \frac{1}{4}\}.
\]
In the next step, the outcome of $O := S \mod 4$ helps the attacker to derive $S$ precisely, e.g., at state 8, since $O = 0$, the distribution of $S$ is:

$$\{0 \mapsto 1\}.$$ 

Similarly, the attacker is also able to derive $S$ precisely, basing on the final distributions at states 9, ..., 15.

At state 2, the execution of $O := S \mod 2$ results in 0. Thus, the distribution of $S$ at this state is:

$$\{0 \mapsto \frac{1}{4}, 2 \mapsto \frac{1}{4}, 4 \mapsto \frac{1}{4}, 6 \mapsto \frac{1}{4}\}.$$ 

This distribution remains unchanged at state 6, since no information is gained from the execution of $O := 1$. At state 16, the update distribution of $S$ is:

$$\{0 \mapsto \frac{1}{2}, 4 \mapsto \frac{1}{2}\},$$

since the execution of $O := S \mod 4$ results in 0. The same form of distributions is also obtained at states 17, 18, 19.

Among the 12 possible traces, 8 traces have the final uncertainty 0, i.e., $\mathcal{H}_\text{Rényi}(S_f) = -\log 1 = 0$, and the other 4 traces have the final uncertainty 1, i.e., $\mathcal{H}_\text{Rényi}(S_f) = -\log \frac{1}{2} = 1$. The probability of traces with the final uncertainty 0, i.e., traces end in state 8, ..., 15, is equal to the probability of traces with the final uncertainty 1. Thus, according to this analysis,

$$\mathcal{L}(C, \pi) = 3 - \left(\frac{1}{2} \cdot 0 + \frac{1}{2} \cdot 1\right) = 2.5 \text{ (bits)}.$$ 

This value coincides with the real leakage of the program. As discussed before, the last command $O := S \mod 4$ always reveals the last 2 bits of $S$, and the first bit of $S$ is leaked with the probability $\frac{1}{2}$.

### 9.5.1 Comparison

In Section 8.5.2, we analyzed this example. According to the traditional approaches that are based on information-theoretic channels, $\mathcal{L}_\text{Cachin}(C, \pi) = 2.53$ (bits) (our measure), while $\mathcal{L}_\text{Smith}(C, \pi) = 2.58$ (bits) (traditional measure). These values do not match the real value of leakage. This proposal gives a more precise quantity of leakage, since it also takes into account the effect of the scheduler, i.e., the distribution of private data representing the attacker’s
knowledge depends also on the scheduler’s choice. In particular, the attacker knows which program-command execution results in the public value in states. Notice that the measure of the final uncertainty

\[ \sum_{T \in \text{Trace}(A_a)} p(T) \cdot H_{\text{Rényi}}(S_f^T) \]

is similar to Cachin’s conditional min-entropy. In fact, in the information-theoretic approach, if we also take into account the effect of schedulers, i.e., if observations in our information-theoretic channel are not only traces, but also include scheduling decisions at each step, and considering Cachin’s conditional min-entropy, the measure proposed in the previous chapter coincides with this approach. However, this model of information-theoretic channel is more complicated than the program model we present here, since we have to include an extra low variable that models the choice of scheduler, and define how this variable is updated.

### 9.6 Technique for computing leakage

Another aspect is to develop a technique for computing the leakage of a multi-threaded program. The computation consists of two steps. First, the execution of a multi-threaded program \( C \) under the control of a given scheduler is modeled as a PKS \( A \) in a standard way: The states of \( A \) are tuples \( \langle C, V \rangle \), consisting of a program fragment \( C \) and a valuation \( V : S \rightarrow D(S) \). The state transition relation \( \rightarrow \) follows the small-step semantics of \( C \). Based on the executed command and the obtained public result, the distribution of private data at each state is derived. We apply Kozen’s probabilistic semantics [56] to present the transformation of probability distributions of \( S \) during the program execution. The intuition behind state transition relation is that it transforms the input distribution of \( S \) to an output distribution, so that the execution results in traces of probability distribution of \( S \).

The value of leakage then follows trivially as the difference between the initial uncertainty and the expected value of the final uncertainties of all traces.

### 9.7 Related work

As mentioned in the previous chapter, the classical measures might be counter-intuitive in some situations, and also prone to conflicts when comparing between
programs. To avoid the conflict, Zhu et al. [98] propose to view the program execution as a probabilistic state transition system, where states denote probability distributions of private data. This approach is close to our model in spirit, but their approach only aims to compare between programs. Their approach constructs probability distribution functions over the residual uncertainty about private data, and then the comparison between programs is done via the means and the variances of the distributions.

The quantitative security analysis proposed by Chen et al. [25] for multi-threaded programs defines the leakage of each scheduler interleaving. The leakage of a program is then given by the expected value over all interleavings. The basis idea of this approach is that for each interleaving of the scheduler, a set of possible traces is obtained. Based on the public data of final states on these traces, the leakage of this interleaving is determined. This approach is imprecise, since it does not consider leakage in intermediate states and take into account the distribution of traces in an interleaving.

In another attempt, Chen et al. [26] define the leakage of a program trace as the sum of the products of the leakage generated by each transition step and the transition’s probability. Examples in Section 8.4 show that this idea is not precise. This approach is only suitable to estimate the coarse maximum and minimum leaks of a program, i.e., the maximal and minimal values of trace-leakage. However, these values are not very helpful to judge programs, or to compare between different programs, because the gap between the maximum and minimum values is often large.

To define the quantitative information flow for multi-threaded programs, Malacaria et al. [62] and Andrés et al. [9] follow the classical information-theoretic approach, but the observable data in their approaches are traces of public variables, instead of only the final public outcomes. Malacaria’s approach is based on Shannon entropy, while Andrés’s approach uses min-entropy with Smith’s version of conditional min-entropy. These measures do not give results close to the real leakage values.

Mu et al. [65] also model the execution of a probabilistic program by a probabilistic state transition system where states represent distributions of private data. However, the analysis is only for sequential programs.

## 9.8 Conclusions

This chapter proposed a novel approach to estimate the leakage of a multi-threaded program. Instead of using the traditional information-theoretic chan-
nel, this approach models the execution of a multi-threaded program under the control of a scheduler by a probabilistic state transition system. States of the transition system are labeled with probability distributions of private data. This distribution reflects the attacker’s knowledge about the secret value. The distribution of private data changes from state to state along a trace, depending on the relation between private data and public data, and also on the command executions resulting in such public data. In comparison with the channel-based models of security analysis, we believe that this approach gives a more accurate way to study quantitatively the security of multi-threaded programs, i.e., it agrees with the intuition about the real leakage values. Notice that the idea of low input and noisy output in the previous chapter can also be applied to this program model.
Chapter 10

Conclusions

This chapter provides an overall conclusion of the thesis. We summarize each part of this thesis, together with a discussion of its contributions. We end this thesis with ideas for future work.

10.1 Thesis summary

Qualitative information flow properties. This thesis presented scheduler-specific definitions of observational determinism: scheduler-specific observational determinism (SSOD) and scheduler-specific probabilistic observational determinism (SSPOD) properties. We showed that these formalizations capture the intuitive idea of confidentiality for multi-threaded programs more precisely than other formalizations in the literature.

SSOD gives a formalization of a confidentiality property for non-deterministic multi-threaded programs. If the execution of a program under the control of a certain scheduler is accepted by SSOD, no secret information can be derived from the publicly observable data traces, and also from the relative ordering of low-variable updates.

SSPOD considers also the probabilistic behavior of the execution, and thus makes this property usable in a larger context. It is important to consider the probabilistic property, since this captures the realistic behavior of multi-threaded programs.

To avoid refinement attacks, where an attacker chooses a suitable scheduling policy to refine the set of possible program traces, the security specification
should be scheduler-independent. Therefore, this thesis also proposed a definition of scheduler-independent observational determinism. This is derived from the scheduler-specific definitions by quantifying them over all possible scheduling policies. If a program is accepted by the scheduler-independent security property, it guarantees that no private information is leaked, regardless of any scheduling policy used to deploy the program.

Property verification and attack synthesis. To check whether secret information has been leaked, this thesis developed methods to verify automatically whether the program execution satisfies the confidentiality properties. First, we explored the approach of logic-based verification based on self-composition. We found that the compliance with SSOD can be verified by checking its temporal logic characterization. The characterization is developed in two steps: first we characterize stuttering equivalence, which serves as the basis of SSOD, and then we characterize the SSOD conditions. This results in a conjunction of an LTL and a CTL formula. This characterization is an important step towards model checking observational determinism properties.

Besides relying on existing temporal logic verification tools, this thesis also developed direct algorithmic verification methods for both SSOD and SSPOD. The verification uses a combination of new and existing algorithms. The new algorithms solve standard problems, i.e., checking all-trace stuttering equivalence of a Kripke structure that models the program execution and stuttering-trace equivalence between Kripke structures, which makes them applicable also in a broader context, outside the security scenarios. The advantage of algorithmic model-checking methods is that they can generate counter-examples when the verification fails. We extend our algorithms for this purpose, i.e., presenting counter-examples to synthesize information leaking attacks.

The algorithmic verification techniques together with the attack synthesis methods are implemented as a part of the LTSmin tool set. We provide case studies to show the feasibility of the algorithmic approaches and the practical application of the tool.

Quantitative information flow analysis. In case private data have been leaked, this thesis also discussed how to quantify this information flow. The classical quantitative analysis of information flow only considers simple cases where the only input is the secret. This thesis extended this context by considering applications that contain both low and high input, i.e., programs where an attacker can interact with the initial public values. For such programs, we
adapted the traditional analysis by considering the initial low values as parameters of the channel that models the program execution. Via our analysis, we also discussed an important property of the information flow, i.e., the quantity of information flow might be negative in case the output contains noise, i.e., the system secretly generates noisy outcomes. In this context, the noise might mislead the attacker’s belief about the private data, and thus, it increases his final uncertainty. We believe that this property would change the way people often think about how to appropriately measure the notion of uncertainty. We also discussed how to design an efficient noisy-output policy, which generates noisy outcomes, while still guaranteeing the system a high overall reliability.

Our quantitative analysis of information flow also proposed to consider Cachin’s conditional min-entropy as an (optional) measure for the notion of the remaining uncertainty. In the literature, it has been suggested that there might be different measures of information leakage for different scenarios. We showed that our new measure agreed with the intuition about what the leakage should be in many cases. This measure has not previously been used in the theory of quantitative information flow.

In addition, this thesis also proposed a novel model of analyzing quantitatively information flow of multi-threaded programs. For multi-threaded programs, it is necessary to consider the scenario that the attacker is able to select an appropriate scheduler to control the execution. For this context, we do not follow the traditional information-theoretic approaches, but model the program execution by a probabilistic transition system, where states denote the probability distributions of private data. In this approach, the notion of program-trace leakage is defined; and then the leakage of a program is given as the expectation of all trace-leakage values. Via a case study, we show that this approach gives a more accurate result than the traditional information-theoretic approaches. Thus, we consider this as an important contribution in the field of quantitative security analysis for multi-threaded programs.

10.2 Future work

Qualitative information flow analysis. Based on the work presented in this thesis, we see several directions for future work. It would be interesting to see if the verification algorithms for scheduler-specific confidentiality properties can be further optimized for particular classes of schedulers, e.g., for all round robin schedulers. Another direction for future work is to run the attack synthesis for scheduling policies, i.e., to find a set of schedulers that execute
a given program securely, or a set of schedulers that can break the program’s confidentiality.

It would also be interesting to continue the study of other security properties, i.e., anonymity, integrity, and availability. We think that the same approach of adapting existing model checking algorithms are also feasible to efficiently and precisely verify these properties.

**Quantitative information flow analysis.** Since there are many measures proposed for quantitative information flow analysis, and no unique measure is likely to suit all contexts, it might be interesting to evaluate each measure to determine under which circumstances, a certain measure might give the best answer.

Besides, it is also interesting to propose a measure for the *multiple-try* guessing model, i.e., when the current guess fails, the attacker might update his knowledge about the secret to make a new guess.

Finally, the existing quantitative information flow analysis of the *one-try* guessing model is only based on the value that the attacker believes to be the secret. Thus, the analysis ignores the *extra* useful information that might be derived from the information about the values that are not chosen by the attacker. For example, given two posteriori distributions $\pi = \{p(S = A|O = Z) = 0.5, p(S = B|O = Z) = 0.5, p(S = C|O = Z) = 0\}$ and $\pi' = \{p(S = A|O = Z) = 0.5, p(S = B|O = Z) = 0.25, p(S = C|O = Z) = 0.25\}$. The traditional analysis does not distinguish between these two distributions, since the maximum probabilities are 0.5 in both.

Following the idea of the one-try guessing model, the attacker would guess the secret to be $A$ with the confidence 0.5 in both cases. If his guess is correct, he gets the secret. However, consider the case when he makes a wrong guess. If the posteriori probability is $\pi$, the attacker now knows for sure that the secret is $B$ — notice that this is still the one-try guessing model, since the attacker does not make another guess. If the obtained posteriori probability is $\pi'$, he only derives that $B$ and $C$ each has a 50% chance of being the secret. Thus, in case the guess is *wrong*, the attacker’s knowledge about the secret changes differently for the two distributions, i.e., $\pi = \{p(S = A|O = Z) = 0, p(S = B|O = Z) = 1, p(S = C|O = Z) = 0\}$ and $\pi' = \{p(S = A|O = Z) = 0, p(S = B|O = Z) = 0.5, p(S = C|O = Z) = 0.5\}$. Hence, these two distributions should be considered differently in the analysis.

Therefore, we believe that the traditional analysis based on the notion of uncertainty does not give a complete answer to the problem of analyzing quan-
10.2. Future work

...itatively information flow of a system. Future work may explore whether it is useful to also include the attacker’s disbelief, i.e., the information about the values that the attacker disbelieves to be the secret, to the model of analysis. This might help to distinguish two systems that are indistinguishable by the traditional approaches, but obviously, one leaks more information than the other; and also give results that are closer to the real leakage values.
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Samenvatting

In de hedendaagse informatiemaatschappij speelt informatiebeveiliging een belangrijke rol in bijna alle aspecten van het dagelijks leven: communicatie tussen overheden en burgers, militaire zaken, bedrijven, financiële informatiesystemen, webgebaseerde services enz. Tegelijkertijd met de toenemende populariteit van computersystemen met meerdere processoren (CPUs), alsmede processoren met meerdere kernen (cores), is ook multithreaded programmeren geaccepteerd als een standaardconcept, waarbij het programma meerdere berekeningen tegelijkertijd kan uitvoeren. Er zijn echter nog veel uitdagingen bij het ontwikkelen van technieken die privé-gegevens in multithreaded programma’s kunnen beschermen. Ten eerste, bij het uitvoeren van een multithreaded programma komt het vaak voor dat het gedrag van de data onvoorspelbaar is: daardoor is het lastig te voorspellen welke gegevens een aanvaller kan waarnemen. Ten tweede, met de ontwikkeling van krachtige computertechnieken, groeit ook de kracht van de aanvaller. Hoewel hier al veel onderzoek naar is gedaan, kunnen de huidige technieken niet voldoende bescherming (confidentiality) garanderen van gegevens in multithreaded programma’s.

Het doel van dit proefschrift is om meer geschikte en efficiënte methoden te ontwikkelen die de informatiestromen in een multithreaded programma kunnen analyseren. We formaliseren twee kwalitatieve eigenschappen van vertrouwelijkheid: (1) voor nondeterministische programma’s, waarbij geen rekening wordt gehouden met het probabilistische gedrag van het programma, en (2) voor probabilistische programma’s, waarbij we er van uit gaan dat we kennis hebben over de kansverdeling van de schedulingstappen. We ontwikkelen ook een verificatiemethode om te kunnen verifiëren dat er geen informatie wordt gelekt. De voorgestelde technieken kunnen niet alleen de vertrouwelijkheid nauwkeurig en efficiënt verifiëren, maar ze blijken ook relevant te zijn buiten het gebied van informatiebeveiliging. Alle technieken zijn geïmplementeerd in onze tool, waarmee we vervolgens in een aantal case studies de toepasbaarheid van onze technieken laten zien.

Ten tweede kijken we verder naar programma’s die privé-gegevens lekken. Voor deze programma’s is het van groot belang om de juiste hoeveelheid (quantiteit) van de gelekte informatie te kunnen bepalen. Daarvoor bestuderen we kwantitatieve beveiligingseigenschappen. Dit zijn sterkere eigenschappen dan de traditionele kwantitatieve eigenschappen, aangezien de hoeveelheid informatie die gelekt wordt, gebruikt kan worden om te beslissen of minder lekkage te tol-
ereren is. We introduceren twee *nieuwe modellen* voor kwantitatieve analyse van informatiestromen: (1) een model voor een programma waarin de aanvaller de initiële waarden van publieke gegevens kan beïnvloeden, en (2) een model voor een programma waarin de aanvaller de uitvoeringsvolgorde van de threads kan bepalen.
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