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Abstract—The endorsement of information technologies for critical infrastructures control introduces new threats in their security and surveillance. Along with certain level of protection against attacks, it is desirable for critical processes to survive even if they succeed. A stochastic Petri Nets-based model of a SCADA control loop is presented in this paper, modelling both, the system functioning and attacks. Together with the model, a distribution-based method to assess survivability is introduced and applied to the depicted model.
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I. INTRODUCTION

The development of information and communication technologies in the latest years has led to an increasing amount of novel applications. Even traditional proprietary systems such as supervisory control and data acquisition (hereafter SCADA) have shifted away from expensive vendor-specific solutions to commodity off-the-shelf software and hardware products.

In spite of such a change brings about many benefits like systems interoperability, costs reduction and faster personnel training, as a direct consequence of general purpose technologies endorsement, vulnerabilities and operational problems are automatically inherited by target systems (e.g. SCADA).

Those new potential threats are a major concern nowadays since, in contrast to other communication networks as the Internet, the disruption of service in a SCADA is critical and can turn out to be harmful to the physical system under control and to people depending on it. Imagine for instance, the consequences of a misbehavior in a system controlling a dump or a dike. Therefore, it is important to guarantee a certain quality of service under any condition.

Research and investments have been done to that extent. Yet, literature survey yields the conclusion that most efforts in dependability focus on systems protection against random failures (namely reliability) [2], [7]. When it comes to securing systems, prevention in the face of malicious attacks is the priority [6]. However, little can be found regarding survivability.

Hereby, survivability is understood as the capability of a system to fulfill its mission, in a timely manner, in the presence of attacks, failures, or accidents [3], [5], [12]. Graceful and quick recovery of system response is crucial in many cases. In addition to scarce studies on survivability, most dependability models in related work are rather simplistic [7], [8].

The main idea of this paper is to model specifics of the SCADA control loop (see Fig.1) and the possible impact on its performance of several attacks. Presented results are aimed to provide insights into the system’s misbehaviour and importantly, how the control loop recovers in the presence of those attacks.

In order to fulfil those goals, Stochastic Petri Nets (SPNs) are chosen as modelling technique. SPNs are a widely used graphical and analytical tool. Roughly speaking, SPNs consist of places and transitions interconnected by arcs. The state of the model is defined by the number of tokens held in places. Each tokens distribution is known as a marking. Transitions fire at a given rate when enabled, moving tokens from one place to another. Detailed documentation on SPNs can be found in [9], [10], [11]. Measurements from the SPNs models were obtained by using a software with support for SPNs called SMART [15].

This paper’s contribution is threefold. Firstly, a model of the entire SCADA control loop using SPNs is presented in Section II. Secondly, a method to assess survivability by means of common analysis techniques of SPNs is described in Section III-A. Finally, results and conclusions are discussed in Sections III-C, III-D and IV.

II. SCADA CONTROL-LOOP

A. Overview

SCADA systems are widely deployed and mostly follow the structure depicted in Fig.1. Information is collected from the physical system by the sensors (e.g. temperature read). Acquired data is digitalised and sent through a communication network. Upon arrival to the controller, that data is processed and the control logic makes a decision. Depending on that decision, a controller may wait for more incoming information from the sensors or it may order some actuators to perform required actions (e.g. raise the amount of water in the cooling system).

Despite their clearly defined role, these three differentiated parts can be implemented in many ways (e.g. network can be either wired or a wireless [14]). Modelling will abstract from implementation details and focus on behavioural aspects. Upcoming sections introduce a model for the main parts of the system along with possible points of failure.
transducer situations may occur: packets are transmitted as $T_{Trx}$ buffer packets ($b_1$ size) bounded to #b2size packets (tokens). Packets are transmitted as $T_{Trx}$ transition fires.

C. Channel Model

Once samples are digitalised, they are sent to the controller in order to determine whether actions must be taken to the actuators or not. To that extent, sensors feature communication capabilities. That is modelled in Fig.3 as a finite transmission buffer (buffer2) bounded to #b2size packets (tokens). Packets are transmitted as $T_{Trx}$ transition fires.

Afterwards, packets travel through the channel and two situations may occur:

1) A packet can be sent successfully, hence after some propagation time (modelled as $T_{Prop}$ transition) it arrives to the receiver, which acknowledges the packet after $T_{Ack}$ fires.

2) In contrast, if some interference (malicious or not) destroys the information crossing the medium, i.e. there is a token in $u_{Jamming}$ place, then $T_{Intf}$ fires immediately and eventually the sender notices the timeout of the packet (i.e. transition $T_{Out}$ fires). A timeout indicates to the transmitter that a packet has not been acknowledged. The packet is then put back in the queue to be re-transmitted.

Buffer space is freed only when packets have arrived and have been acknowledged.

D. Control Unit and Actuators

For completeness, the SCADA controller has been modelled (see Fig.4), even though survivability of the controller is left as future work. The controller acts as a polling station which follows a Round Robin serving policy. As soon as no tokens are left in the place active or the transition timer fires, the system starts processing samples coming from other sensors. If $T_{Out}$ fires, a command is sent to the actuators.

III. SURVIVABILITY EVALUATION

A. Methodology

In the following, we asses whether the presented models are survivable in presence of attacks. Our approach is based on the fact that the models will eventually reach a steady state if no attacks occur. Thereafter, the state probability distribution remains steady.
To our method, attacks only happen when the system is already in the steady state. The effects of an attack in the model are an immediate change in the marking (e.g. some places flush their tokens immediately) and the state probability distribution goes on a transient state. If the recovery mechanism is in place, intuitively the state probability distribution of the model should evolve along the time towards the distribution in the steady state (i.e. when no attack has occurred). Hence, a system is said to be survivable if its state probability distribution converges to the distribution without attack.

Since it is not possible to know a priori in which marking the model is left after the attack takes place, the former survivability assessment must be done for any possible existing marking. In addition, as introduced in Section II-B, only the tokens held in places that model buffers are not removed by the attack. The latter constrains the amount of existing markings after attack. Moreover, for simplicity in the measure, model’s state probability distribution is measured only at those places, in other words, the evaluation is based on the probability distribution of the number of tokens in the buffers.

B. Evaluated Metrics

In this paper two metrics are analysed,

- **Time to converge**: If \( f_i(t, n, n_0) \) is defined as the function that represents the evolution over time \( (t) \) of the probability of having \( n \) tokens in the buffer \( i \) given that when the attack occurs there are already \( n_0 \) tokens in, then the time to converge is the time interval that \( f_i(t, n, n_0) \) needs to meet the value of the probability of \( n \) tokens in buffer \( i \) in steady state, with 0.5% tolerance and \( 0 \leq n, n_0 \leq \text{size}(\text{buffer } i) \).

- **Time to recovery**: is defined as the maximum among the times to converge for \( 0 \leq n \leq \text{size}(\text{buffer } i) \), tokens in the buffer, for all possible initial markings \( n_0 \).

C. Analysis of the Sensor

1) **Sensor Performance without Attack**: Fig.5 illustrates the evolution of the probability distribution of the number of tokens in \( b_1 \) when the system has just started to work and zero tokens were there at the beginning. For instance, the probability of having 0 tokens in \( b_1 \) is the graph marked with a 0 on the right side. As it can be observed this probability distribution stabilises after the system has been running for about 0.15 sec. Other experiments not shown here yield that the steady state distribution is independent of the initial number of tokens in \( b_1 \). The values for the firing rates can be found in Table I.

2) **Sensor Performance under Attack**: Dashed lines in Fig.6 depict the target distribution as in Fig.5. Continuous lines show the transient probabilities, for the case of zero tokens in the buffer \( b_1 \) when the attack starts (e.g. most likely case). Probability distribution converges asymptotically towards the target distribution. In agreement with the notation introduced before, the curve denoted with a 0 on the right side corresponds to the defined function \( f_1(t, 0, 0) \), the one denoted as 1 to \( f_1(t, 1, 0) \).
and so forth.

Time to converge (and therefore time to recovery) of those functions was measured for different existing markings \( f_1(t, n, 0), f_2(t, n, 1) \ldots \). For the sensor, results shown that the time to recovery of the system is, in this case, independent of the existing marking, with value 8.7 min.

Further, this time to recovery is always given by the time to converge of the probability curve for \( n = 10 \). This is consistent with the evolution shown in Fig.6 since the probability curve for \( n = 10 \) rises dramatically right after the attack is performed. The latter is due to the system is not processing samples before the processor is reset, hence it is more and more likely to have a full buffer until \( t_{Reset} \) is likely to fire.

The role of \( t_{Reset} \) in the survivability of the system leads to another set of experiments whose outcome is displayed in Fig.7. This graph shows the dependency between the time to recovery of the system and the reset rate of the processors. The faster the processor is back to work, the faster the recovery. On the other hand, if the reset rate is too slow, the time to recovery rises asymptotically towards infinity, so to speak, the system is not able to survive to the attack in time.

D. Analysis of the Channel

A similar analysis was done for the channel. Time to recovery was measured for different markings \( n_0 \) in the places \( \text{buffer}_2, \text{ack} \) and \( \text{ch-error} \) (see Fig.3) upon attack. In contrast to the sensor case, time to recovery varies depending on \( b_2 \)'s marking after the attack. Results are provided as a cumulative distribution function which represent \( Pr\{t_r \leq t\} \), i.e. the probability of the time to recover (denoted as \( t_r \)) to be quicker than a time \( t \). The curve is represented in Fig.8.

E. Limitations of this Approach

The SCADA control loop presented here is a detailed model of the entire system. A potential limitation is due to the fact that models are very detailed, so that the underlying state space becomes too large quickly. Putting the depicted three parts together and only one attack generates already an underlying CTMC of 652, 288 states. The addition of simultaneous attacks or redundancy will increase this amount exponentially, turning the models to be highly impractical.

Furthermore, SMART does only support exponential distribution of firing rates. Therefore, consequences of the attack in the system have to be assumed as immediate. In other words, analysis of the system degradation when is working normally and an attack starts cannot be carried out with this tool.

IV. CONCLUSIONS

A detailed model of the schematic SCADA control loop has been analysed. The level of detail present in this models allows to tune and evaluate the effect of different parameters in the performance of the system and in its survivability in particular.

The introduced method for survivability assessment provides a straightforward way of evaluating whether a system is able to recover from a given attack.

![Fig. 8. Cumulative Probability Distribution of Time to Recovery](image)

Only hard attacks have been analysed in this paper, soft attacks are left for future work. Another interesting potential research lines for the future work are the addition of multiple processors and transmitters and the impact of combined attacks in the model. Furthermore, modelling of attacks over the controller is also pending.
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