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Abstract: This paper presents a stability analysis approach for a class of hybrid automata. It is assumed that the dynamics in each location of the hybrid automaton is linear and asymptotically stable, and that the guards on the transitions are hyperplanes in the state space. For each pair of ingoing and outgoing transitions in a location a conservative estimate is made of the gain via a Lyapunov function for the dynamics in that location. It is shown how the choice of the Lyapunov function can be optimized to obtain the best possible estimate. The calculated conservative gains are used in defining a so-called gain automaton that forms the basis of an algorithmic criterion for the stability of the hybrid automaton. Copyright © 2003 IFAC
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1. INTRODUCTION

The study of hybrid systems, which are systems whose behaviour can be seen as the result of the interaction between discrete and continuous dynamics, has given rise to a wealth of different models (see (Van der Schaft and Schumacher, 2000) for an overview). The hybrid automata model (Alur et al., 1993; Henzinger, 1996) is an attractive candidate as it is very general and can be seen as a straightforward extension of the timed automata model (Alur and Dill, 1994) that has been extensively studied, especially in computer science, resulting in a large body of results on (automated) analysis and design. A hybrid automaton consists of an automaton with locations and transitions (or switches) between the transitions, together with continuous dynamics in the locations (usually described by differential equations) and constraints on both locations and transitions.

The question of stability for hybrid automata has been known to be nontrivial. It is possible to find very simple examples (see e.g. (Branicky, 1994)) that illustrate that even if the dynamics in each location is asymptotically stable, still the global behaviour of the hybrid automaton is unstable. By now there are many results on the stability of hybrid systems (for an overview see (DeCarlo et al., 2000; Liberzon and Morse, 1999; Michel, 1999)). Many of these results address the question of the stability of a set of locations under arbitrary switching between these locations (Michel, 1999; Ye et al., 1998), for instance by checking the existence of a Lyapunov function common to all locations (Liberzon and Morse, 1999; Agrachev and Liberzon, 2001). Such a criterion would be too strong in general for hybrid automata, since there one is not interested in all possible switchings, but only in the switchings allowed by the transitions of the automaton.
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A more suitable criterion for our purposes is that of multiple Lyapunov functions (Branicky, 1994; Branicky, 1998; Liberzon and Morse, 1999). Here one assumes the existence of a Lyapunov function in each location, together with the so-called non-increasing sequence property: if a location is visited again, the value of the Lyapunov function should be less than it was at the previous time the location was entered. This is a sufficient condition for the stability of a hybrid automaton. However, the problem is that is not clear how the non-increasing sequence can be effectively checked in general, since it would in principle require checking all possible behaviours of a hybrid system.

This problem has been tackled by constructing Lyapunov functions that are either piecewise linear (Koutsoukos and Antsaklis, 2001) or piecewise quadratic (Pettersson and Lenhartsson, 1996; Johansson and Rantzer, 1998; Mignone et al., 2000). In the latter case the piecewise quadratic function should be continuous on the switching boundaries, which can be checked efficiently by solving a linear matrix inequality. The approach has originally been formulated for piecewise affine systems, where the state space is divided into regions, and to each region corresponds a dynamics. It is not so easy to adapt the approach to the more general model of hybrid automata.

Therefore in this paper we take another approach that exploits the automaton structure of the hybrid automaton while taking advantage of the existence of a Lyapunov function in each location. In Section 2 we give some basic definitions about hybrid automata and stability, and define the class of hybrid automata that we study in this paper. In Section 3 we show how to calculate a conservative estimate of the gain using Lyapunov functions. It is shown how an optimal Lyapunov function can be chosen. In Section 4 we show how to use conservative gains in constructing an automaton that is used in an algorithm that detects unstable cycles in a hybrid automaton. The absence of such unstable cycles is a sufficient condition for the stability of the hybrid automaton. In Section 5 we give conclusions and some directions for future research. For basic notions of systems theory used in this paper we refer to (Polderman and Willems, 1997).

2. HYBRID AUTOMATA AND STABILITY

The hybrid automaton model (Alur et al., 1993; Henzinger, 1996) extends the classical notion of automaton by incorporating continuous dynamics in the locations, together with constraints at both locations and transitions.

**Definition 1.** A hybrid automaton is a tuple $H = (X, L, Init, Inv, f, E, Guard, Assign, \Sigma)$ where:

- $X \subseteq \mathbb{R}^n$ is the continuous state space ranged over by the state vector $x$.
- $L$ is a finite set of locations.
- $Init \subseteq L \times \mathbb{R}^n$ is a set of initial location state pairs.
- $Inv : L \rightarrow 2^X$ assigns to each location $l$ an invariant to be satisfied by state $x$ while in location $l$.
- $f : L \rightarrow (X \rightarrow \mathbb{R}^n)$ assigns to each location $l$ a continuous vector field $f_l$ such that the state $x$ should satisfy $\frac{dx}{dt} = f_l(x)$.
- $E \subseteq L \times L$ is the set of transitions, also called switches.
- $Guard : E \rightarrow 2^X$ assigns to each transition a guard that has to be satisfied by state $x$ if the transition is taken.
- $Assign : E \rightarrow (X \rightarrow X)$ assigns to each transition an assignment that may alter state $x$ when the transition is taken.
- $\Sigma$ a set of transition labels. We assume a labelling function $\text{lab} : E \rightarrow \Sigma$ and refer to transitions by their labels (assuming uniqueness).

In this paper we make a few additional assumptions:

- We assume that $Init = L' \times \mathbb{R}^n$ for a set $L' \subseteq L$ of initial locations, so that for a given initial location we can start with any state (which is technically convenient when studying stability).
- We assume that there are no invariants, i.e., $Inv$ maps each location to the trivial condition true. This means that transitions are never forced, and it is possible to remain in a location forever.
- We assume that the dynamics in each location is linear, so $\frac{dx}{dt} = f_l(x) = A_l x$, $A_l \in \mathbb{R}^n \times n$.
- We assume that for each transition $e$ the guard is a hyperplane defined by an equation of the form $v_e^T x = 0$ for some $v_e \in \mathbb{R}^n$.
- We assume that the state is left unchanged by transitions (also called continuous switching), so for each transition $e$, $Assign_e(x) = x$.

We call a hybrid automaton that satisfies these assumptions a Linear Continuous Hyperplane (LCH) hybrid automaton.

**Example 2.** Consider the hybrid automaton consisting of four locations, $l_1, \ldots, l_4$. The dynamics in location $l_i$ is given by $\frac{dx}{dt} = A_i x$, $A_i \in \mathbb{R}^2 \times 2$, $i = 1, \ldots, 4$. The following events can occur: $E = \{(l_1, l_2), (l_1, l_4), (l_2, l_1), (l_2, l_3), (l_3, l_4), (l_4, l_2)\}$, to which correspond labels $a$ to $f$ respectively. To each event there corresponds a switching line $L_{ij}$. For instance if the automaton is in location $l_2$
there are two possible transitions: to $l_1$ and to $l_3$. The transition to $l_1$ is enabled if and only if $x \in L_{21}$, whereas the transition to $l_3$ is possible when $x \in L_{23}$.

**Definition 3.** A hybrid trace of an LCH hybrid automaton is a finite or infinite sequence $\sigma = x_1 \epsilon_1 x_2 \epsilon_2 \ldots x_m \epsilon_{m-1} x_m$, with an associated monotonically increasing timing sequence $\tau_0 \tau_1 \ldots \tau_m$ (with $\tau_0 = 0$, $\tau_i \in \mathbb{R}^n \cup \{\infty\}$), such that

- each $\epsilon_i$ is a transition from location $l_i$ to location $l_{i+1}$
- each $x_i$ is a mapping from $[\tau_{i-1}, \tau_i]$ to $\mathbb{R}^n$ satisfying $\frac{dx_i}{dt} = A_{l_i} x_i$
- initial and switching constraints and assignments are respected, so $(l_1, x_1(0)) \in \text{Init}$, and for all $1 \leq i \leq m-1$: $v_{\epsilon_i}^T x_i(\tau_i) = 0$ and $x_i(\tau_i) = x_{i+1}(\tau_i)$.

Furthermore we will only consider non-Zeno traces, so we assume that if a hybrid trace is infinite, $\lim_{i \to \infty} \tau_i = \infty$.

**Definition 4.** An LCH hybrid automaton is stable iff $\forall \epsilon > 0 \exists \delta > 0: |x(t)| < \delta$ for all hybrid traces $x_1 \epsilon_1 x_2 \epsilon_2 \ldots$ with $x_1(0) = x^0$ and $\forall t \in [\tau_{i-1}, \tau_i]: |x_i(t)| < \epsilon$. An automaton that is not stable is called unstable.

It is well known that even if for each location $l$ the dynamics is asymptotically stable, so the matrix $A_l$ is Hurwitz (i.e., all eigenvalues have a negative real part), still the hybrid automaton can be unstable (see e.g., Branicky, 1994) for a simple example). We say that a hybrid automaton has Hurwitz locations if for each location $l$ the matrix $A_l$ is Hurwitz. Now our problem is the following: find sufficient conditions for the stability of an LCH hybrid automaton with Hurwitz locations.

3. **CONSERVATIVE ESTIMATE OF GAINS VIA LYAPUNOV FUNCTIONS**

Suppose a location $l$ is entered via a transition $a$ with a state vector $x_a$ and is left via a transition $b$ with a state vector $x_b$. An indication as to how the location contributes to the stability or instability is the ratio of the norm of the outbound state and the inbound state. A ratio below one is in favor of stability whereas a ratio above one points at instability. Of course, since the ratio depends on the actual trace and state trajectory it does not provide a feasible stability indicator. Therefore we propose to use an upperbound that only depends on the particular location and its corresponding inbound and outbound transitions instead.

![Fig. 1. The situation in a location](attachment:image.png)

**Definition 5.** Consider an LCH hybrid automaton $H$ with Hurwitz locations. With each location $l$ we associate a symmetric positive definite matrix $P_l$ such that $A_l^T P_l + P_l A_l < 0$. Let $e_{in}$ represent a transition to $l$ and $e_{out}$ a transition from $l$ and let $L_{in}$, given by $v_{in}^T x = 0$, and $L_{out}$, given by $v_{out}^T x = 0$, denote the corresponding switching hyperplanes. Define ellipsoids $E_{in}$ and $E_{out}$ as $E_{in} = \{x \in L_{in} \mid x^T P_l x = 1\}$ and $E_{out} = \{x \in L_{out} \mid x^T P_l x = 1\}$. The corresponding gain $\alpha_{in/out}$ is defined as

$$\alpha_{in/out} = \max_{x_e \in E_{in/r}, \epsilon \in E_{out}} \frac{x_e^T P_l x_e}{x_e^T x_e}$$

(1)

Obviously, since $V(x) = x^T P_l x$ is a Lyapunov function for $\frac{d}{dt} x = A_l x$ we have that any trajectory that enters the location through $L_{in}$ and leaves it through $L_{out}$ has the property that the ratio of the norms of outbound and inbound states is upperbounded by $\sqrt{\alpha_{in/out}}$.

Two questions arise. Firstly, given $P_l$ how can we calculate $\alpha_{in/out}$? Secondly, it appears that the choice of $P_l$ affects $\alpha_{in/out}$. How to choose $P_l$ such that $\alpha_{in/out}$ is minimal? The latter question is treated in Section 3.2.

3.1 **Calculation of the gains**

Let us explain how the calculation for given $P_l$ works. For convenience we treat the two dimensional case first, see Figure 1.

The switching lines are given by $v_{in}^T x = 0$ and $v_{out}^T x = 0$ respectively. Let $\tilde{v}_{in}$ and $\tilde{v}_{out}$ be orthogonal to $v_{in}$ and $v_{out}$ respectively. Then it is not difficult to verify that

$$\alpha_{in/out} = \frac{\tilde{v}_{out}^T \tilde{v}_{in}}{\tilde{v}_{in}^T \tilde{v}_{in}} \frac{\tilde{v}_{out}^T P_l \tilde{v}_{in}}{\tilde{v}_{in}^T \tilde{v}_{out}}$$

(2)

If we choose $\tilde{v}_{in}$ and $\tilde{v}_{out}$ both on the same level curve, then 2 reduces to $\frac{\tilde{v}_{out}^T \tilde{v}_{in}}{\tilde{v}_{in}^T \tilde{v}_{in}}$. 

For dimensions \( n > 2 \) the situation is a bit more complicated since the maximization in (2) comes into play.

First notice that

\[
\alpha_{\text{in}} = \frac{\max_{x_0 \in E_{\text{out}}} x_0^T x_0}{\min_{x \in E_{\text{in}}} x^T x},
\]

(3)

Next, e.g., the numerator of (3) can easily be calculated as follows. First assume that \( V_{\text{out}} \) has norm one (otherwise normalize), then determine an orthogonal matrix \( V_{\text{out}} \) such that the first column of \( V_{\text{out}} \) is \( \v_1 \). Define \( P_{\text{out}} = V_{\text{out}}^T P V_{\text{out}} \) and \( E_{\text{out}} = \{ z \in \mathbb{R}^n \mid z_1 = 0, z^T P_{\text{out}} z = 1 \} \). Then

\[
\max_{x \in E_{\text{out}}} x^T x = \max_{z \in E_{\text{out}}} z^T z = \frac{1}{\lambda_{\min}(P_{\text{out}})},
\]

where \( P_{\text{out}} \) is obtained from \( P_{\text{out}} \) by deleting the first row and and the first column. Furthermore \( \lambda_{\min}(P) \) denotes the smallest eigenvalue of matrix \( P \). In a similar way the denominator of (3) is obtained, resulting in

\[
\alpha_{\text{in}} = \frac{\lambda_{\max}(P_{\text{in}})}{\lambda_{\min}(P_{\text{out}})}
\]

3.2 Optimizing the choice of Lyapunov function

The gains that provide a (conservative) stability indicator obviously depend on the Lyapunov functions in each location. Loosely, the fit of the level curves with respect to the trajectories determines the amount of conservatism. The better the fit, the less conservative the gain. Since Lyapunov functions are not unique, this suggests that we might be able to choose in each location a Lyapunov function that is optimal with respect to the gain. In this section we briefly explain how this can indeed be done. We confine ourselves to linear dynamics within locations and quadratic Lyapunov functions. We show that for a given Hurwitz matrix \( A \) the set of quadratic Lyapunov functions is convex and compact. Furthermore the stability gain corresponding to \( A \) and given switching hyperplanes depends continuously on the Lyapunov function so that at least the optimum exists. We illustrate the effectiveness of these results by means of a two dimensional example.

Let \( A \in \mathbb{R}^{n \times n} \) be a Hurwitz matrix. We are interested in the set of quadratic Lyapunov functions, or, more precisely, the set of level curves corresponding to quadratic Lyapunov functions. To enable the comparison of different Lyapunov functions we choose \( x_0 \in \mathbb{R}^n \) and define the set

\[ \Omega_{x_0} = \{ P \in \mathbb{R}^{n \times n} \mid A^T P + P A \leq 0, x_0^T P x_0 = 1 \}. \]

In fact, \( \Omega_{x_0} \) is a parametrization of the level curves corresponding to quadratic Lyapunov functions and level unity.

Fig. 2. Level curves of the extreme Lyapunov functions

\[ \alpha_{\text{in}} = \frac{\lambda_{\max}(P_{\text{in}})}{\lambda_{\min}(P_{\text{out}})} \]

\[ \alpha_{\text{in}} \approx 0.38 \quad \alpha_{\text{max}} \approx 2.61 \]

In Figure 2 the level curves of the two Lyapunov functions are drawn together with the phase portrait of \( \frac{dx}{dt} = Ax \). This clearly shows the benefit of using the non-uniqueness of Lyapunov function. The one that minimizes \( \alpha \) is obviously dramatically less conservative than the one that maximizes \( \alpha \).
4. GAIN AUTOMATA AND DETECTION OF UNSTABLE CYCLES

Suppose we have a hybrid automaton with Hurwitz locations. If for each location that can be visited more than once the conservative gain would be \( \leq 1 \), then it can be seen that the hybrid automaton would be stable: since the number of locations in a trace that are visited only once (seen as a function of a trace) is bounded, there would then be a bound to the gains corresponding to the traces. However, such a condition would be unnecessarily restrictive as it would not take into account situations where a higher gain in one location can be compensated by a lower gain in another location. So we need a more sophisticated condition.

**Definition 8.** Let \( H \) be a hybrid automaton, then an **unstable cycle** of \( H \) is a sequence of transitions \( e_1e_2\ldots e_m \), such that each \( e_i \) is a transition from \( l_i \) to \( l_{i+1} \), with \( l_1 = l_{m+1} \), and \( a_{e_1e_2} \cdot a_{e_2e_3} \cdot \ldots \cdot a_{e_{m}e_1} > 1 \).

**Theorem 9.** Let \( H \) be an LCH hybrid automaton with Hurwitz locations. Then: \( H \) is unstable \( \Rightarrow H \) has an unstable cycle.

Theorem 9 provides us with a sufficient condition for stability, namely the absence of unstable cycles. In order to check for unstable cycles we first transform a hybrid automaton into another type of automaton.

**Definition 10.** A **gain automaton** is a tuple \( GA = (S, S^0, G) \) where

- \( S \) is the set of nodes,
- \( S^0 \) is the set of initial nodes,
- \( G \subseteq S \times \mathbb{R}^+ \times S \) is the set of edges labelled with gains.

**Definition 11.** Let \( H \) be a hybrid automaton, then the gain automaton for \( H \) is defined by \( GA(H) = (S_H, S^*_H, G_H) \) where

- The nodes of the gain automaton are the transitions of \( H \), so \( S_H = E \).
- The initial nodes \( S^*_H \) are the transitions from an initial location of \( H \).
- For each pair of transitions \( e, e' \) in \( H \) such that \( e \xrightarrow{\alpha} l \xrightarrow{\beta} e' \) there is an edge \( e \xrightarrow{\alpha \beta} e' \) in \( G_H \).

**Example 12.** Let \( H \) be the hybrid automata of Example 2, then the gain automaton \( GA(H) \) is given in Figure 3.

We define an algorithm on the gain automaton of a hybrid automaton for the detection of unstable cycles. This algorithm is inspired by the well-known algorithm for transforming an automaton into an equivalent regular expression (see e.g. Hopcroft et al., 2001; Linz, 2001). It works by successively deleting nodes of the gain automaton, while transforming the edges. The basic steps of the algorithm are:

**Node elimination:** a node is eliminated. Each possible pair of an incoming and outgoing edge of this node leads to a new edge, labelled with the product of the gains, as illustrated in Figure 4(a).

**Double edge elimination:** if two edges have the same initial and final node they are transformed into a single edge, labelled with the maximum of the gains, as illustrated in Figure 4(c).

**Loop edge analysis:** it is possible that deleting a node creates a loop edge, as illustrated in Figure 4(b). If the gain of such a loop edge is \( > 1 \) (we call this an **unstable** loop edge) the algorithm is terminated. Otherwise, the loop edge is removed.

**Algorithm 1.** Input: a gain automaton \( GA \).

check all loop edges;
if an unstable loop edge is found
then terminate;
remove all loop edges;
repeat
eliminate a state;
eliminate all resulting double edges;
analyse all resulting loop edges;
if an unstable loop edge is found
then terminate;
remove all loop edges
until there is only one state

**Theorem 13.** Let \( H \) be an LCH hybrid automaton with Hurwitz locations. Then: Algorithm 1
detects an unstable loop edge in $GA(H) \Leftrightarrow H$ contains an unstable cycle.

The number of nodes in $GA(H)$ is quadratic in the number of nodes of $H$, and the complexity of Algorithm 1 is linear in the number of nodes of $GA$, so the complexity of Algorithm 1 is quadratic in the number of nodes of $H$. This means we have a computationally efficient way of checking the sufficiency condition for stability, viz. the absence of unstable cycles.

5. CONCLUSIONS

We have derived a sufficient condition for the stability of a hybrid automaton, viz. the absence of unstable cycles, together with an algorithm for efficiently checking this condition. In doing this we have made use of both systems theoretic concepts (in calculating the conservative gains) and computer science concepts (in checking the cycles in the gain automaton), thereby doing justice to both the continuous and the discrete aspects of hybrid systems.

The approach could in principle be adopted to non-linear dynamics in the location, provided there is a quadratic Lyapunov function. It would be interesting to see if the gain estimation could also be performed for other types of dynamics. Furthermore it would be a challenge to widen the class of hybrid systems to which this approach can be applied. Finally, if the gain estimation could also be performed for unstable locations the approach might be applied to study the stabilization of instable dynamics within the hybrid automaton framework.
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