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Abstract. Agile software projects are characterized by iterative and incremental development, accommodation of changes and active customer participation. The process is driven by creating business value for the client, assuming that the client (i) is aware of it, and (ii) is capable to estimate the business value, associated with the separate features of the system to be implemented.

This paper is focused on the complementary use of measurement techniques and concepts of real-option-analysis to assist clients in assessing and comparing alternative sets of requirements. Our overall objective is to provide systematic support to clients for the decision-making process on what to implement in each iteration. The design of our approach is justified by using empirical data, published earlier by other authors.
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1 Introduction

Over the past years, the adoption and adaptation of software measurement techniques by agile software project organizations have visibly increased [3][4][28][30]. Publications on agile software economics indicate the type of information that project decision makers need in order to understand or control aspects of the software product or process. In practice, however, most of the measurement techniques, available to project organizations to deploy for this purpose, were not designed with the agile project context in mind and therefore only partially address this context. This situation is complicated due to the matter that the unique role of clients in agile software processes is not reflected or supported by the existing measurement models. As agile principles suggest [22], a fundamental characteristic of agile development is that the client is responsible for prioritizing the requirements and, thus, is in charge of the project outcome. Moreover, success of agile development effort is commonly linked to the extent to which it helps deliver customer’s value [36].

In this paper, we approach the problem of supporting clients’ decision-making processes at inter-iteration time. We propose the joint use of real-options-thinking and measurements as a solution. The objective of our solution approach is threefold: first, to provide systematic support to clients in planning for upcoming iterations, second, to enable target levels of business value be set by clients at each inter-iteration point, and third, to make sure clients avoid local optimization in each iteration. Our effort is part of a larger research initiative with the objective to provide midcourse decision support vehicles for the client, for example, when prioritizing requirements. In this paper, we represent the position that viewing decisions as options helps decision-makers to become aware of alternatives, to compare them and, consequently, to make the decision that insures best fit between the business goals and the current software functionality. We propose to use measures of the product and of the process for this purpose.

In what follows, Section 2 reports on related work on measurement and on real-options analysis in agile software development. Section 3 evaluates the fit of the real-options perspective to agile projects from clients’ point of view. Section 4 presents our approach to measurement-based decision-making and provides insights gained through already published experiences to substantiate our work. Section 5 concludes with implications and pointers for future research.

2 Related Works

Our work draws on literature sources from three types: (i) agile project management methods, (ii) software measurement models for agile projects, and (iii) real option analysis (ROA) for IT investments. These are described in the subsections that follow.

2.1 Agile software development (ASD) and agile project management (APM)

When speaking about agile methodologies, a needed premise for any researcher is to recognize that, even if they can share the same principles, not all of them are directly comparable in terms of scope and content. A first distinction can be done between Agile Software Development (ASD) and Agile Project Management (APM). To emphasize the main differences, ASD is definable as “an evolutionary approach which is collaborative and self-organizing in nature, producing high-quality systems that meets the changing needs of stakeholders in a cost effective and timely manner” [5], while APM can be defined as “the work of energizing, empowering and enabling project teams to rapidly and
reliably deliver customer value by engaging customer and continuously learning and adapting to their changing needs and environments” [9]. The following figure can clarify more such definitions: for the main agile methodologies, Abrahamson et al. [1] summarized the coverage level by software life cycle (SLC) phase and by activity type (project management; process; practices). Just to name a few, XP [10] is an ASD method, while SCRUM [40] is an APM method.

Figure 1. Agile methods by activity/SLC phase coverage

The transition from ASD to APM can be summarized as in Table 1. In the rest of the paper, our attention will be paid to those methods classified as APM ones.

<table>
<thead>
<tr>
<th>Agile</th>
<th>APM Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Throughput</strong></td>
<td>Flow of Value</td>
</tr>
<tr>
<td><strong>Teamwork</strong></td>
<td>Small, Integrated Teams</td>
</tr>
<tr>
<td>Customer Collaboration</td>
<td>Focus on the Project Context, not Content</td>
</tr>
<tr>
<td>Continuous Improvement</td>
<td>More from Lessons Learned to Project Reflections</td>
</tr>
<tr>
<td>Leadership</td>
<td>Self-Organization</td>
</tr>
</tbody>
</table>

2.2. Measurement in agile software projects

Currently, both software measurement researchers and practitioners make an effort to modify existing measurement techniques [12], [16] or to create new ones [27], [28], [37] to serve the ASD/APM approach. Based on our review of literature sources (referenced in this section), we can classify the existing measurement approaches in three classes.

The first class includes measurements at code level aiming at quality improvement (also known as internal metrics). Examples are the System Design Instability (SDI) metric [2], the Running Tested Features [25], Knoernschild’s code quality and design metrics [27] and Leffingwell’s Iteration and Release Retrospectives [29]. Some internal measures are bundled as quality management tools, for example, Kunz et al. [28] describe distinct measurement techniques and their implementation into a measurement tool for quality management, to support refactoring. Ambler [6] recommends Quality Counts.

The second class refers to productivity/effort in each iteration and serves project management purposes. Examples are the Burn-down charts [6], Project Size Unit (PSU) [16], the Function Point Productivity [41], the Drag Factor trend [41], the ‘outcome measures’ from the XP Evaluation Framework [43] and the COCOMO-style effort model in [12].

The third class includes economic indicators which consider the outcome of the development process in terms of the added value that the product generates. Examples are the results of Rawsthorne [37] who suggests the new measurement technique of Earned Business Value (EBV), and of Elssamadisy [19] who defines rhythms related to delivering value to the client. Both may help the client to make midcourse decisions about the future of the project. Another commonly known indicator is the Break/Even Point [6] which can be used for this purpose as well.

The first class of measurement techniques can give valuable information about the quality of the code, but has the inherent drawback that it is not informative from client’s point of view and offers almost no help in making decisions about project development. The economic and productivity measurement techniques can support decision-making process. Nevertheless, they also pose some problems in that they take as input client’s estimations or judgements, which rest on the assumption that the client has in advance a clear idea about (i) the business value of each feature that is developed in the project, and (ii) the future business environment and project development. In fact, in an agile project the requirements and their priorities change during the project, thus reflecting current business situation.

Last but not least, the need of historical data for estimations could be a problem for many projects for two reasons: (i) the customer may not have enough experience with IT-projects and can not rely on past estimations; (ii) the developer may not have enough experience in the domain of the project and the past historical data is not applicable or reliable. As Buglione and Abran show, the most popular agile methodologies rely in their sizing procedures on subjective estimations, using completely different, incompatible and relative measures [14].
2.3. Options-based thinking of IT projects

The ROA [18] is first known as a decision support technique in the area of capital investments. The concept of 'real' means adapting mathematical models used to evaluate financial options to more-tangible investments. Since 1999, this concept has found its way into the area of appraising IT investments [8]. The core of the ROA for IT assets consists of: (i) the identification and the assessment of optional components in a project, and (ii) the selection and the application of a mathematical model for valuing financial options that serves to quantify the current value of choosing these components for inclusion at a later time. Optional components are project parts that can either be pushed ahead or pulled out at a later point in time when new information becomes available to the decision-makers. The option, therefore, is the right but not the obligation to spend a budget or put resources on a project. For example, it is possible to first implement a data mart, and then later decide to implement a data warehouse.

3 Options and agile software projects

3.1. Why we think it fits

Erdogmus [20] demonstrates that agile methods are especially appropriate for projects with high uncertainty. This greased-in, implies applying different decision-making approaches like ROA, decision theory [35], or robustness analysis [38]. This paper is solely focused on the use of real-options thinking. We think it is worthwhile exploring the use of ROA-concept as a decision-making vehicle because:

1. Unlike traditional techniques, it comprehends uncertainty and it responds to the dynamics inherent in agile project context.
2. It supports the clients of agile projects in the context of a spectrum of possibilities rather than in the context of a single or three (the best, likely or worst case) discrete set-ups, and it facilitates reprioritization as client’s realities unfold over time.
3. It allows incremental expenditures while focusing on the critical pieces of software functionality essential to accomplish the project mission.
4. It rests on the understanding that not all requirements and architecture design options are of equal value.

There is awareness of the use of ROA in the agile software development [21][34][44]. In [21][44], options-thinking has been applied to XP and the authors put forward two XP value propositions, namely, that (i) 'delaying the implementation of a fuzzy feature creates more value than implementing the feature now' and that (ii) 'small investments and frequent releases create more value than large investments and mega-releases' [44, p.13]. Furthermore, [34] describe the options associated with delaying decisions and illustrate their points by using the Microsoft strategy (circa 1988) and [32] has put option thinking at work in XP and Scrum contexts. An important aspect in the analyses by these authors [21][32] is their focus on the viewpoint of the developers. The client’s role and decision-making process has received only scant attention. This motivated us to focus on the clients’ perspective. In this sense, our work is complementary to their approach. To the best of our knowledge, applying option thinking in support of clients’ midcourse-decision-making processes has not been addressed so far by the research community. In the community of software measurement practitioners, Longstreet [30] found that studying the client happens very rarely, too.

3.2. Definitions of client’s options

This paper considers that real-options thinking can be applied two-fold in agile context: from the client’s perspective as well as from the developer’s one.

First, from client’s perspective, real-options thinking can be deployed to prioritize the requirements at the start of each iteration so that the delivery of business value is optimized. Suppose, the business value (BV) for each individual requirement is known to the client, s/he can re-arrange the requirements in sets that form options. Clearly, an option will be worth having when the cost of setting it up is less than its BV (which in our case is the sum of the BVs of all requirements that form the option). The client can, then, compare the advantages of each option and select the one that has the optimal BV. The client can wait to the last responsible moment (as it is called in [34]) to make his decision on the set of requirements to be implemented and this allows her/him the chance to incorporate late breaking information and consider alternative sets of requirements. The term 'responsible' means that the client needs to understand the last point of time to make a decision without affecting the delivery of the project. If bad information comes in it costs the client nothing whereas if good information comes in the client gains value by having the option.

Second, from developers’ perspective, the real-options thinking can support the implementation prioritization process. For example, the authors of [32] report on a practice of XP and Scrum developers who defer the decision about which story to develop until just before the coding starts. This allows them to incorporate information that arrives at the last moment, such as a new client request. In fact, the Scrum Backlog provides a forum where any idea for functionality can be recorded without requiring an immediate commitment to build it.

When discussing the 'options' in this paper, we explicitly take the client's viewpoint into account. This is, however, not about applying a new class of mathematical models. Instead, we look at it as a way of re-framing the discussion about client’s spending and investment decisions in terms of options. The first step in re-orienting our way of looking at agile projects is to identify the options that exist in software decisions. Then, we will
describe how practitioners can incorporate options thinking into their decision-making processes.

When regarding the agile development method as a sequence of decisions to be made, we treat it as a series of options before or after each iteration. We call ‘option’ the set of user requirements to be implemented in each iteration. Here we don’t make a difference between functionality, quality of the product or documentation requirements. Each peace of work that the client requires from the developers has an impact on the resources spent (e.g. budget, time), and thus on the outcome of the project. What remains important is to consider a dynamic decision-making process, typically taking part in the beginning of each iteration. The following options could be considered from client’s perspective (Table 2):

<table>
<thead>
<tr>
<th>Option</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postpone</td>
<td>Wait to determine whether to implement certain requirements without imperiling the potential benefits.</td>
</tr>
<tr>
<td>Abandon</td>
<td>Abandon the project (terminate at the current stage).</td>
</tr>
<tr>
<td>Scope up</td>
<td>Add new functionality or quality features, not scheduled previously.</td>
</tr>
<tr>
<td>Scope down</td>
<td>Remove already implemented or negotiated features.</td>
</tr>
<tr>
<td>Switch</td>
<td>Change or re-arranging the stack with requirements.</td>
</tr>
</tbody>
</table>

Note that we do not consider the growth option, as it contradicts in its essence with the ‘just enough’ agile philosophy. However, we think, it is worth investigating the state of the practice in this regard.

3.3. Examples for client’s options in agile projects

Furthermore, we looked at literature in agile software engineering to find examples of the types of options as presented in Table 2. Some of the results of this effort are described below:

1. The option of Postponing: the project of ThoughtWorks (an agile coaching firm) and a major US insurance company, working on re-writing a large Java application used in support of core business processes, is a case in point [42]. In this project, the clients structured their business requirements in so-called ‘epics’ which are a compound story framing a software feature in context of a business scenario. At inter-iteration time, the client went through the release plan’s epic list and marked each one as ‘Must have’, ‘Should have’, ‘Could have’, and ‘Won’t have (this time around)’. Epics not part of the initial release plan and deemed lower in priority had been deferred until a future release.

2. The option of Abandoning: In many agile projects, the client has the right to cancel at the end of any phase, receiving the working, tested software from all phases completed so far. The experience of a Control System Manufacturer [31] indicates how clients can cancel a project early if they find it is not going as expected and thus loose minimal investment; for example, a project review found that only 20% of the projected business value had been achieved, which was used by the clients to conclude that the project should no longer be pursued.

3. The option of Scoping-up: This is an inherent part of any agile process and the varieties of features or functionality pieces that might be added in any iteration, all depend on the types of stakeholders on the client’s side involved. As [7] indicates, operations and support people, architects, regulatory compliance auditors, senior management, all may change their requirements.

4. The option of Scoping-down: Yahoo!’s Mixd project [23] illustrates the use of this option. In their social mobile product experiment, the Yahoo! Advanced Product team cut features and learnt how removing complexity and assumptions in the product allowed people to use it in unintended way. The team prioritized the features by asking if the feature was absolutely necessary to help the users achieve their goal. They brutally cut on those features that diluted the key focus of the product. Dropping those features that they had specified earlier was a major conceptual shift, but turned out to be an easy shift to make, as it eliminated development complexity.

5. The option of Switching: because agile applications are developed in vertical slices instead of horizontal ones, the client never receives 100% of one tier completed before moving to the next one. This lets him/her switch some features and hook them together differently from the original set up. For example, at Sabre Airlines Solutions, clients compared alternative sets of features and switched to ‘simplified functionality’ at the beginning of each iteration they deemed an alternative set of requirements be at odds with their agile principles [44].

4 Integrating measurements into the inter-iteration decision-making process

Clearly, the delivery of business value for the client is the ultimate goal of an agile project and is an accepted position in the agile community [6][13][20][24][37]. In order to determine the business value of a feature, we build on experts’ knowledge in the domain of quantifying business value of information technology. Such methods account for multiple aspects of the IT adoption, such as operational, strategic managerial benefits from financial, customers’ or process perspectives. Examples of such benefits are: improve process efficiency, reduced cost, increased productivity or better customer-needs satisfaction.

However, to the best of our knowledge of agile literature, there is no published approach of how to deliver, or
maximize business value in a systematic way. One way to go about it is to provide clients at inter-iteration time with accurate and easily available project information that is translatable in business terms, and hence, could support the analysis of the clients’ options. We draw on a recommendation by Bowers [13], who stresses the importance of keeping focused on business value. She indicates that the client is supposed to be in control of the product, but has no power over the process. Yet, his role is maintaining at all times the vision about business value. Bowers’s recommendation is to give the updates & high quality information for decision making. This is exactly where we want to provide help by offering a systematic decision-making procedure.

When regarding a project from a client’s perspective, what we see is a sequence of iterations. Each one can be considered as a mini-project, representing a relatively independent and closed entity. At the beginning, it is a prioritized list with requirements and, at the end, it is working software, with certain features and qualities. We supposethat the goal of a project is to maximize the business value. This motivates the central role of BV for our analysis. As the BV is quantified based on the project work breakdown structure (WBS), we propose the procedure, represented on Figure 2, for the decision-making process. We acknowledge the fact that this procedure could be applied in any project, where a plan-driven project can be theoretically considered as an agile, with only one iteration. However, in our view, the procedure is specifically geared towards iterative projects, as it addresses the uncertainty by using ROA, improves the estimation for each consequent iteration by incorporating experience, and is focused on delivering business value throughout the project.

In the next subsections, we provide our motivation for our choice of measurement techniques along with their calculation rules.

4.1. The Business Value Measurement Technique

For our purposes, we use a part of the Earned Business Value (EBV) technique that was suggested in 2006 as an answer to criticism to agile methods as too developer-centric and providing difficult-to-understand feedback to businesses [37]. EBV is an APM vehicle that measures “how done we are from a business perspective” – namely the percentage of the known business value that is coded up and running. For calculating the BV of the options that the client has, we use the first part of EBV measurement technique, which measures the BV of each feature. We adapt the method to the agile process in Figure 2 by suggesting that the BV should be calculated at the beginning of each iteration. At that time, the WBS should be composed based on the initial list with requirements for the iteration.

We are motivated to use BV because: (i) it is a customer-oriented technique, not technical one; (ii) its calculation uses stories as smallest units of value. They are visible from both the inside and outside the project and represent the interface between the client and the developer; (iii) while suggested as a PM tool from developer’s side, it can easily be adapted to serve clients’ estimations as well; (iv) it uses weights to the WBS legs and stories, that are assigned by the business or client.

The BV technique includes on the following calculation steps: First, the client assigns additive weights to the buckets of the WBS, which represent features and other organizations of stories. Given this assignment, we can now calculate the Business Value (BV) of any WBS bucket, including Stories. The idea is simple and has two parts. First, the value of the whole tree is set 100% (or 1), which means that doing all the work gives all the value. This value (of 1) is assigned to the top of the tree. Second, as we move down the tree, each bucket's value is the appropriate percentage of its parent's value, as compared to its 'siblings' - the other children of its parent. The calculation is recursive, and uses the formula below:

\[
BV(bucket) = BV(parent) \times \left( \frac{wt(bucket)}{wt(bucket) + \sum_{siblings} wt(sibling)} \right)
\]

Once the BV per story is calculated, we can calculate the BV for sets of stories, that form options, by adding up their BV.

1 The authors of [24] use the XP concept of story from a functional viewpoint.
4.2. The Project Size Unit (PSU) technique

Agile projects usually adopt iterative effort estimation process, based on experience and analogy, without any standard quantitative size unit. In our approach (Figure 2), we decided to use the PSU sizing technique [16] because of the following reasons: (i) PSU is an ‘early’ sizing technique, which takes as its input assumptions for estimation at the bid phase, technical proposal, and the initial project WBS. This makes it very suitable for estimation in agile projects, as each new iteration can be considered as a mini-project. (ii) The PSU method is based on sizing units – this means it is a quantitative and explicit measurement. It allows for unified approach independent from concrete agile methodology. (iii) The unit of estimation is a single requirement, as perceived by the client (e.g. what XP calls ‘user stories’ or FDD ‘features’). (iv) It takes into consideration the quality attributes and other non-functional tasks as documentation or PM efforts. Thus, it measures the whole amount of work at project level. (v) Gathering and using historical data can be facilitated. (vi) It uses the WBS as a base for sizing/estimation, which means the same data is used as an input, as for the BV calculation.

While PSU is a recent technique, evidences already indicate its merits:

- PSU has been recognized in Atos Origin Italy in 2003 as a valid size technique in the Sw-CMM ML3 certification process by the lead appraisers;
- two master theses from the University of Alcalà compared PSU with IFPUG FPA and COSMIC in terms of estimation, through the analysis of 33 projects. First results showed that PSU returned a higher $R^2$ in both cases.
- currently, another PSU application is being performed at a customer site.

The application of the PSU implies the following: each user requirement (the so-called user story) is defined (step 1 on Figure 2). Based on that, the WBS is created (step 2). It serves as a basis for the developer during the requirements elicitation phase. Further, the developer details how each part of the user stories translates into tasks, including the functional, quality and technical aspects of a story, thus creating an initial draft of the WBS. This has the positive side effect of making the ‘hidden’ (for the client) effort, explicit. This includes the implementation of quality attributes, as well as technical tasks like refactoring. As they can be a significant part of the whole effort, it is of mutual benefit for both the client and the developer to have explicit estimations for them. In the light of the client’s perspective that we take in this paper, this quantitative approach can support the client’s in making requirement prioritization decisions.

The PSU counting procedure is as follows:

1. The analyst complements any US\textsuperscript{2} with quality and technical information, translating US\textsuperscript{2} into tasks and creating a series of mini-WBSs, and then submitting a rough estimation to be evaluated by the client.
2. The client evaluates the proposals against a series of previously defined verification criteria. He can approve the stories and go to step 4 or must motivate the request for changes and go back to step 2. This is performed in a discussion while both sides applying and re-adjusting their estimations, till an agreement is reached.
3. The project manager (or Master, in the SCRUM language) aggregates all the verified and validated US\textsuperscript{2}, creating the initial project WBS, with a split by the proper number of iterations, according to the project constraints.

4.3. Application of ROA

This section presents the last step in our decision-making process, in which we apply ROA.

Suppose preliminary sets of requirements for the project are defined (step 1 on Figure 2). Based on that, the WBS is created (step 2). It serves as a basis for the developing team to estimate the effort (step 4), for example, by using PSU [16] as a sizing technique. Simultaneously BV per each user story (feature) can be estimated (step 3), based on the WBS and the effort estimations. The client, then, prioritizes the list based on max(BV), which is step 5.

Based on these two estimates, the scope of the iteration 1 can be defined by the prioritized list with requirements (see step 7 on Figure 2).

This process can be iterative, requiring repetitive estimations and calculations, until mutual agreement is reached in step 6, which is negotiation. The remainder of the project can be considered as a start of a new mini-project – in which, again, the client has to prioritize the user stories, can decide to add new features, change the order of requirements to be implemented, or change quality characteristics. The decision for prioritization is taken based on options-thinking, as described in section 4. As an input at the start of this mini-project (iteration) the developer has to provide the client with information for his decision-making – namely size and effort estimation per feature or per set of features. This process is incremental and dynamic and any changes in the project context can be taken into consideration.

While real-options-thinking fits well with agile context, a number of challenges lie ahead in further developing this approach: (1) customizing ROA for agile decisions requires estimating the costs and benefits associated with the current features and analyzing their interaction; (2) the

---

\[ \text{There are two types of US}\textsuperscript{2}: Type 1 (at the start of iteration, - or “Sprint” in the SCRUM terminology - typically containing only non-functional tasks needed for the start-up of such block of the project) and Type 2 (containing at least the functional part, during all the other moments in time of the project lifetime). \]
current mathematical models used in options valuation require collection and analysis of statistical data about agile decisions. Such data may not be easily available for researchers to carry out case studies; (3) agile prioritization has a cultural aspect, so company’s culture, or country’s culture might favor or limit the application of certain options; so, we would need to understand the role of context when considering viable options; (4) the software architecture for a project needs to be built such that optional components are indeed really optional: it is neither necessary nor impossible to add them at a later moment in time. This means that we need an engineering approach that takes adaptability very seriously; (5) critics say the real-options-based approach is effective only if a company is genuinely prepared to cancel projects after their initial investment. And anybody who has spent any time in the corporate world knows that projects tend to acquire invisible momentum that is hard to stop.

5 Conclusions and Future Research

This paper approached the problem of supporting client’s inter-iteration decision-making in agile software projects. We proposed a solution that jointly uses measurements and the concept of real options. Its overall goal is to help clients maximize the earned business value of what is delivered in each iteration. In our approach, we state that the prioritization of requirements and other decisions concerning project evolution can be regarded as a set of options. Our analysis on how to re-think the decision-making processes in agile software project context points out that it is possible to find arguments which, when assembled, call for a new quantitative approach to costs and benefits to be considered when determining when and how much to invest in software functionality. Although the agile community does emphasize the importance of investigating options and their cost/benefits relationships in agile projects, their published works [32], [37], cite isolated “islands” of solutions. Moreover, the options-thinking is mostly applied from developer’s perspective and only rarely takes the standpoint of the client.

Our early conclusions from the above analysis is, therefore, that option-based support to client’ decision-making is a research problem worthwhile investigating; we also propose to approach this problem in a disciplined way as suggested by authors who applied ROA to other IT areas [11]. We plan as an immediate follow-up action of this research effort the following steps: (i) elaborate on the options and choose a mathematical model for representing the options; (ii) apply the model on a real-life example and assess the results of the model. We plan to complement this research with four activities: (i) surveying different measures of business value for measuring and assessing their applicability in an iterative agile project settings, (ii) identifying information necessary for the client’s decision making, (iii) creating a dynamic measurement procedure reflecting the iterative and incremental nature of the agile development process [12], and (iv) exploring the influence of project’s context characteristics on the existing options.

Furthermore, while investigating the use of measures of business value we made the observation that business value is assessed based on stories, that is, on functional requirements. The question of how non-functional requirements are expressed as business value remains open. We think, it is worthwhile exploring possible answers to this question and plan to address it in our future research. As indicated in [15], it makes sense to complement story-based value measures with, for example, US2.

Last but not least, we plan a number of case studies with industrial partners to test our solution approach. We need this in order to evaluate its validity [26], e.g. the generalizability of its results when applied to similar but different agile settings. We admit that different agile software process models have different assumptions and prerequisites, depending on the project context. Therefore, two interesting questions, which we plan to answer as part of our validation case studies, are these: (i) what are the agile project characteristics needed to support the decision-making process in Figure 2, and (ii) how this process needs to be adapted if these context characteristics are not present? Finding answers to these questions can help us move further towards our goal to propose and tailor a set of measurement techniques to a specific project context.
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