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Preface

One of the trends in the global market is the increasing collaboration among enterprises. Constant changes in inter- and intra-organizational environment will persist in the future. Organizations have to flexibly and continuously react to (imminent) changes in markets and trading partners. Large companies but also SMEs have to cope with internal changes from both a technical (e.g. new information, communication, software and hardware technologies) and an organizational point of view (e.g. merging, re-organization, virtual organizations, etc.). In this context, the competitiveness of an enterprise depends not only on its internal performance to produce products and services but also on its ability to seamlessly interoperate with other enterprises. External and internal collaborative work needs more interoperable solutions.

The International Workshop on Enterprise Interoperability, IWEI, aims at identifying and discussing challenges and solutions with respect to enterprise interoperability, both at the business and the technical level. The workshop promotes the development of a scientific foundation for specifying, analyzing and validating interoperability solutions; an architectural framework for addressing interoperability problems from different viewpoints and at different levels of abstraction; a maturity model to evaluate and rank interoperability solutions with respect to distinguished quality criteria; and a working set of practical solutions and tools that can be applied to interoperability problems to date.

IWEI organized by the IFIP Working Group 5.2 on Enterprise Interoperability. The aim of IFIP WG5.2 is to progress and disseminate research and development results in the area of enterprise interoperability. The IWEI workshop is therefore also a platform where ideas emerged from IFIP WG5.2 meetings can be discussed, or reversely, where issues raised at the workshop can be taken to the IFIP community for further contemplation and investigation.

This volume contains the proceedings of the first edition of the workshop, IWEI 2008, held on September 18, 2008, in Munich, Germany, in conjunction with the 12th IEEE International EDOC Conference – The Enterprise Computing Conference (EDOC 2008). Nine papers were selected for oral presentation and publication, based on a thorough review process, in which each paper was reviewed by several experts in the field. The papers are representative for the current research activities in the area of enterprise interoperability. For convenience, the papers were grouped in 4 sessions, reflecting some of the major topics related to enterprise interoperability, namely Session 1 - Ontologies and the semantic web; Session 2 - Service-orientation; Session 3 - Inter-organizational interoperability; and Session 4 - Maturity models.

We would like to take this opportunity to express our gratitude to all people who contributed to the IWEI 2008 workshop. We thank the authors for submitting content, which resulted in valuable information exchange and stimulating discussions; we thank the reviewers for providing useful feedback to the submitted content, which undoubtedly helped the authors to improve their work; and we thank the attendants for expressing interest in the content and initiating relevant discussions. We are indebted to IFIP TC5 for recognizing the importance of enterprise interoperability as a research area with high economic impact, and acting accordingly with the establishment of WG5.2. Finally, we appreciate the possibility to have 3M4EC being held in conjunction with the EDOC 2008 conference, and we are grateful for the support we received from the EDOC 2008 organization.

Munich, Germany, September 2008

Marten van Sinderen, Pontus Johnson, Lea Kutvonen
IWEI Organizers
A Framework for Interoperability Analysis on the Semantic Web using Architecture Models

Johan Ullberg, Robert Lagerström, Mathias Ekstedt
Department of Industrial Information and Control Systems
Royal Institute of Technology (KTH)
{johanu, roberll, mathiase}@ics.kth.se

Abstract

IT decision making requires analysis of possible future scenarios. The quality of the decisions can be enhanced by the use of architecture models that increase the understanding of the components of the system scenario. It is desirable that the created models support the needed analysis effectively since creation of architecture models is a demanding and time consuming task. This paper suggests a framework for assessing interoperability on the systems communicating over the semantic web as well as a metamodel suitable for this assessment. Extended influence diagrams are used in the framework to capture the relations between various interoperability factors and enable aggregation of these into a holistic interoperability measure. The paper is concluded with an example using the framework and metamodel to create models and perform interoperability analysis.

1. Introduction

The hopes on the semantic web as a solution to many of the problems with information systems interoperability are currently growing. Foremost are these hopes related to a future where information systems will start interacting in a more autonomous and intelligent way without humans first specifying the interaction in detail. However, the semantic web is not an unambiguous product that is ready to use off-the-shelf. Rather, the future users of the semantic web face a number of design decisions that they need to consider when integrating their information systems with this mechanism.

Architecture modeling is today a state of the art approach to information systems development and management. Essentially the main idea is that the architecture models should predict the behavior of the information system, acting in its environment, before the information system is developed and is being taken into operation. The architecture models allow reasoning about the consequences of various potential scenarios and thereby support decision making. Using models also increases the understanding of complex systems and enables reuse of information.

In order to predict which architecture scenario is preferable, three things are needed. Firstly, models over the scenarios need to be created. Secondly, it is necessary to define what is desirable; the goal. In this article the goal is to achieve high information system service interoperability. Thirdly, we need to understand the causal chains from the scenario choice to the goal. Suppose that scenario A features services described in a semantic web language using an ontology that is very suitable for expressing the current service as such, but the language and the ontology is not widely spread. In scenario B on the other hand, the service is described in a semantic web language that is wide spread but has several unambiguous interpretations. To decide which scenario is preferable is often difficult, particularly without a formal analysis.

Figure 1. The relation between metamodels, architecture scenarios, analysis, formal specification of analysis, and the result of the analysis

In order to perform this kind of analysis, the architecture models firstly need to contain the proper information. In the above example, where the decision maker is interested in service interoperability over the semantic web, the models need to contain information regarding which languages and ontologies that are used for describing the service, how expressive those languages and ontologies are, how easy it is to identify
the service descriptions, etc. The kind of information contained in a model is given by its metamodel, so it is important that architecture metamodels are properly designed.

In order to determine if a metamodel is amenable to the analysis of a certain quality attribute, such as interoperability, it would be helpful with a structured account of that analysis. Which of all the modeled aspects are most important and which aspects are depending on each other and how? We will use a notation called Extended Influence Diagrams (EID) [1] in order to formalize the analysis of interoperability.

Figure 1 depicts the relation between an architecture scenario, modeled using a metamodel, the analysis of the scenario, the formal specification of the analysis through an extended influence diagram and finally the output: the interoperability level of the analyzed scenario.

The main contribution of this paper is an extended influence diagram and a metamodel that, through the creation of architecture models, supports interoperability assessments of information system services using the semantic web.

The remainder of this paper is delineated as follows; section 2 introduces some concepts of the semantic web. Extended influence diagrams are introduced in section 3. Section 4 presents the framework for semantic web service interoperability analysis in the form of an extended influence diagram. Section 5 evaluates the usefulness of a number of common architecture metamodels. Section 6 proceeds to detail the content of the metamodel that supports the interoperability analysis. The applicability of the metamodel is demonstrated in the subsequent section 7. Finally, section 8 concludes the paper.

2. Semantic Web Concepts

This section briefly presents the different concepts related to the semantic web. These concepts are later introduced as entities for the semantic web metamodel, see Figure 5.

The overall use case for the semantic web is that Information Providers publish information and the Agents task is to find the information that is correct with respect to the agents Goal. In other words the information provider and the agent does in the successful case perform what we here label Stakeholder Collaboration. The information provider publishes semantic information about Things in the real world in a Formal Denotational Description, i.e. the semantic part of a web webpage. This might e.g. be goods for sale or services provided. The agent has the goals encoded in a Requirement Description. We thus here differentiate the real-world objects and phenomena Things and Goals from those belonging to the technical semantic web solution. Both the requirement description and the formal denotational description are written in a Semantic Language such as RDF [2].

Semantic descriptions use Ontologies, explicit specifications of a conceptualization [3], to define the meaning of terms in their descriptions. Well known ontologies available today include for instance Dublin Core [4] for documents, SUMO[5] as an upper ontology describing more abstract concepts and numerous domain specific ontologies such as for instance the Gene Ontology project [6]. These ontologies are also written in a semantic language, e.g. DAML+OIL [7] and OWL [8], where nowadays perhaps OWL is the most well known and endorsed by W3C. In order to relate different ontologies to each other Ontology Gateways are used for this mapping alignment or merging. [9][10]

In the search for relevant information the agent can use Information Retrieval Applications, i.e. search engines that crawl the web and index the content it find. Swoogle [11] is one example of such an application. The information retrieval applications will be queried using a query language such as Corese [36], RQL [12] or SquishQL [13].

3. Bayesian Networks and Extended Influence Diagrams

Friedman describes a Bayesian network, \( B=(G, P) \), as a representation of a joint probability distribution, where \( G=(V, E) \) is a directed acyclic graph consisting of vertices, \( V \), and edges, \( E \) [14]. The vertices denote a domain of random variables \( X_1, \ldots, X_n \), also denoted chance nodes. Each chance node, \( X_i \), may take on a value \( x_i \) from the finite domain \( \text{Val}(X_i) \). The edges denote causal dependencies between the nodes, i.e. how the nodes relate to each other. The second component, \( P \), of the network \( B \), describes a conditional probability distribution for each chance node, \( P(X_i) \), given its parents \( P a(X_i) \) in \( G \). It is possible to write the joint probability distribution of the domain \( X_1, \ldots, X_n \) using the chain rule of probability, in the product form:

\[
P(X_1, \ldots, X_n) = \prod_{i=1}^{n} P(X_i \mid P a(X_i))
\]

In order to specify the joint distribution, the respective conditional probabilities that appear in the product form must be found. The second component \( P \) describes distributions for each possible value \( x_i \) of \( X_i \) and \( P a(X_i) \) of \( P a(X_i) \), where \( \text{pa}(X_i) \) is the set of values of \( P a(x_i) \). These conditional probabilities are represented in matrices, here on called conditional probability matrices (CPMs).
If the probabilities of the source variables are known, it is possible to infer a value for the target variable using the law of total probability,

\[ P(X_i) = \sum P(X_i | Pa(X_i))P(Pa(X_i)) \]

Also, using Bayes’ rule,

\[ P(X_i | Pa(X_i)) = \frac{P(Pa(x_i) | X_i)P(X_i)}{P(Pa(x_i))} \]

makes it possible to calculate the values of source variables based on the probabilities of a target variables.

Extended influence diagrams are an extension of influence diagrams [15][16], which in turn are an enhancement of the above mentioned Bayesian networks [17][18]. Thus, extended influence diagrams support probabilistic inference in the same manner as Bayesian networks do; given the value of one node, the values of related nodes can be calculated. The different relations that can be used in an extended influence diagram are either causal, as in Bayesian networks, informational, or definitional. In extended influence diagrams there are three different types of nodes; decision nodes, utility nodes, and like in Bayesian networks chance nodes. Decision nodes represent the decisions that can be made, e.g. selecting between different architecture scenarios. Utility nodes represent the goals, e.g. semantic web interoperability. Chance nodes could typically be ontology completeness or discoverability. The syntax for the graphical representation different relations and nodes is presented in Figure 2.

An example extended influence diagram with a conditional probability matrix is presented in Figure 2 below the extended influence diagram syntax. In this example the probability matrix represents the probabilities of the attribute ontology completeness to be complete, semi-complete, or not complete if a scenario x or a Scenario Y is selected. As can be seen in the figure the ontology completeness would be semi-complete with a probability 0.15 (15 %) if scenario x is selected.

For more comprehensive treatments on influence diagrams and extended influence diagrams see [1], [15], [16], [17], [18], [19], [20] and [21]. The extended influence diagrams here serve the purpose of formally specifying architecture analyses.

### Figure 2. An extended influence diagram and a simple example. With a chosen scenario in the decision node, the chance nodes will assume different values, thereby influencing the utility node [22].

#### 4. A Framework for Interoperability Analysis on the Semantic Web

This section presents an extended influence diagram that captures theory regarding interoperability from the field of the semantic web. The design of the extended influence diagram is mainly influenced by [23][24][25][26][27][28][29][30].

Several methods for assessing interoperability on a general scope have previously been suggested. The assessment methods include LISI[31], SoSI[32], LCIM[33] and i-Score[34]. Few of these are focused on applying mathematical models and not all have a numerical measurement of interoperability [34]. The work presented in this paper incorporates many of the proposed interoperability measures and uses the mathematics of Bayesian networks as a means of aggregation.

Interoperability is the ability of two or more systems or components to exchange information and to use that information [35]. Adopted to the domain of the semantic web, Semantic Web Interoperability is defined as the probability for successful retrieval of information on the semantic web. Semantic web interoperability is influenced by five concepts: firstly, Transmission protocol compatibility, meaning that the transmission protocols of the agent and the information provider are compatible (generally http); secondly, Discoverability, meaning how difficult it is to find the appropriate information provider; thirdly, Ontology completeness, i.e. that the Ontologies have enough coverage and expressiveness; fourthly, Quality of formal denotational description markup, concerned with the markup of the provided information that is to be found; finally, Quality of requirement description markup, meaning that the
specification of what is sought after also is marked up in a sufficient way, cf. Figure 3.

4.1 Discoverability

Discoverability in the semantic web is mainly concerned with two tasks [11]: firstly, finding appropriate ontologies while performing markup, Ontology discoverability, and secondly, finding the instance data on pages containing semantic markup, captured by the concept Quality of information retrieval application.

The quality of the information retrieval application is dependent on its ability to perform indexing, Quality of indexing, and the Semantic expressiveness of query language. Query languages such as Corese[36], RQL[12] and SquishQL[13] have different expressiveness in terms of formally specifying the sought after information.

4.2 Ontology Completeness

The Ontology completeness is concerned with coverage of the ontologies, that they cover all aspects needed to create a rich formal semantic description of the objects in the real world as well as the objectives for someone searching for information. The general ontology completeness is defined in terms of the completeness of the ontologies related to the requirement description, the formal denotational description and possible ontology gateways respectively.

The Requirement description’s ontology completeness with respect to real world goal is the matter of ensuring that the ontology that the user, seeking information, applies when creating a requirement description for the agent is complete with respect to the goal the user has. In the same manner someone publishing information relate to one or many ontologies that also have to be complete with respect to the thing in the real world that is to be described. This concept is named Formal denotational description’s completeness with respect to real-world entity in the extended influence diagram. Generally, the ontologies of the requirement description do not match those used in the formal denotational description. Ontology gateways can mitigate this problem by relating ontologies to each other. It is however of importance that the gateways are complete with respect to the requirement description, Ontology gateway completeness with respect to requirement description.

Figure 3. The extended influence diagram containing factors influencing semantic web interoperability and thereby of interest when performing analysis of such
The **Expressiveness of ontology’s semantic language** influences the ontology completeness, so that all wanted relations between concepts can be expressed in the language. The ontology gateway completeness is also dependent on: the **Ontology gateway’s mapping completeness with respect to requirement description**, i.e. that all concepts in the requirement description are mapped in the gateway; the **Ontology gateway’s mapping correctness with respect to requirement description**, i.e. that all mapped concepts are correctly mapped; and finally the **Intermediary ontology completeness with respect to requirement description**. Sometimes the ontologies aren’t mapped directly to each other but rather through one or more intermediary ontologies. If so it’s of importance that these ontologies are complete in coverage of the important concepts.

### 4.3 Quality of Formal Denotational Description Markup

The basis for the semantic web is that information on the web is marked up in a formal denotational description. The quality of this markup is thus of importance to the interoperability. This quality is defined in terms of **Formal denotational description completeness with respect to real world goal**, the all (relevant) information is semantically marked up, and **Formal denotational description correctness with respect to real world goal**, that the markup is correctly performed.

### 4.4 Quality of Requirement Specification Markup

The requirement description, the coding of the goal the agent tries to fulfill, should also be marked up semantically in order to achieve interoperability. As in the case with the formal denotational description this quality is defined as **requirement description completeness with respect to real world goal**, the all (relevant) information is semantically marked up, and **requirement description correctness with respect to real world goal**, that the markup is correctly performed.

### 5. Architecture Frameworks for Analysis

With the requirement on architecture models to support architecture analysis follows a specific requirement on architecture metamodels. Specifically, all entities and attributes that are required for a complete analysis as specified in an extended influence diagram must be found in the architecture metamodel, in order for the corresponding model to be amenable to analysis. See **Figure 4**.

There exist many architecture modeling frameworks and languages. The number one software system modeling language is UML [37]. UML provides a metamodel divided into a number of diagram types that can be used for system design and analysis. There also exist extensions to UML such as SysML [38] which adopts hardware aspects of systems to the models. There also exist a substantial number of enterprise architecture frameworks that also takes business and the usage of systems into account in the models. Two enterprise architecture frameworks that are explicitly focused on metamodels are the Department of Defense Architecture Framework (DoDAF) [39] and Archimate [40]. Finally there the framework specifically for interoperability such as ATHENA Interoperability Framework (AIF) [41], Levels of Systems Interoperability (LISI) [31] and the European Interoperability Framework (EIF) [41].

---

**Figure 4.** The properties found in an extended influence diagram determine what entities and attributes should be present in an architecture metamodel.

When considering the suitability of the metamodels related to these frameworks to the architecture analysis considered in preceding sections, we have found significant difficulties. The metamodels are not detailed enough to provide the information required for the analysis. We are interested in information such as for instance the ontologies how easy it is to identify them. However, the concept of “ontology” is not found in the metamodels. In addition we are interested in a specific attribute of the ontology and some metamodels do not even systematically propose attributes at all.
6. The Metamodel for Interoperability Analysis on the Semantic Web

In this section, the metamodel suggested for semantic web interoperability analysis is presented. For the sake of interoperability analysis, only the extended influence diagram of section 4 is needed, but as discussed in the introduction, models can be useful in the decision making process. The metamodel is constructed to satisfy the requirements of the preceding section, i.e. it contains all of the entities and attributes necessary to conduct analysis of interoperability.

6.1 Entities of the Metamodel

The entities of the metamodel presented in Figure 5 have all been introduced in section 2 as concepts of the semantic web and will here only be listed with their relationships; Information Providers create Formal Denotational Descriptions that describes Things in the real world. The Agent performs a Stakeholder Collaboration with the information provider and fulfils a Requirement Description which describes a Goal. To be able to do this the agent must read formal denotational descriptions and understand its’ content. Both the requirement description and the formal denotational description are written in a Semantic Language and relate to an Ontology. Ontologies can be related to other ontologies using Ontology Gateways. The agent can use Information Retrieval Applications as an aid. These applications are queried through a Query Language.

6.2 Attributes of the Metamodel

For the purpose of semantic web interoperability analysis, a metamodel without attributes would be inadequate. In an architecture model, many important concepts are best captured as entity attributes. As seen in Figure 5, some entities have attributes that correspond to the extended influence diagram of section 4.

Firstly the sought after attribute interoperability, defined as successful collaboration on the semantic web, can be found as the attribute successfulness in the entity stakeholder collaboration. The formal denotational description contains four attributes, discoverability matching the node with the same name in the extended influence diagram, quality of markup and the two attributes affecting this quality, completeness and correctness. In similar manner the requirement description also contains the attributes quality of markup, completeness and correctness.

In order to match the extended influence diagram the other attributes of the metamodel are the discoverability and completeness of the ontology, the expressiveness of the semantic language, the ontology gateways mapping completeness and correctness and the semantic expressiveness of the query language.

There is one variable in the extended influence diagram not directly related to one attribute in the metamodel, namely the transmission protocol compatibility, this is evaluated by a comparison of the attributes transmission protocol in the entities agent and information provider.
7 Modeling and Analyzing Using the Metamodel – An Example

This section presents an example of a semantic web interoperability analysis used as decision support in a project at the power company NaF Energy. The management of NaF Energy wants to increase the number of customers and therefore marketing campaigns have been initiated. As a part of this campaign a project has been started in order to improve the services offered by NaF and how these services are published on the web. The chief architect in the project suggested that the product portfolio should be published on the semantic web. The product portfolio consists of three offerings; one power contract at market price, one power contract at fixed price, and one heating contract at market price. There are several architectural options for our architect to consider in order to achieve the goal, i.e. that agents will find information regarding the services offered by NaF.

Several possible scenarios are therefore considered and the architect decides that a formal evaluation of the candidate scenarios is to be performed. Based on the metamodel of Section 6 information on the entities and their attributes are collected. Figure 6 describes one scenario, scenario A, in which an in-house and therefore very well suited but not well known ontology is used as well as an ontology gateway for the mapping towards more established ontologies.

Information collection can be done in several ways. In this example the expressiveness of the languages used was assessed by an expert. The completeness of the ontologies was found by looking in the actual ontology and comparing it to what was to be described. The completeness of the mappings towards the ontologies was assessed by interviewing the developers that should implement the solution and asking them how complete the mapping would be given the budget.

All collected variable values were then translated into discrete states, such as Low, Medium, or High. These were then used as input to the semantic web interoperability analysis employing the Bayesian theory in extended influence diagrams, as described in Section 3. When collecting information for the models, there is an issue of credibility [42]. Low credibility may lead to a large uncertainty in the analysis, making it difficult for
the architect to make a rational decision. For instance, studying the actual ontologies to find their completeness is a tedious work but, if done well, this will provide the architect with high credibility of the gathered information. Whereas, interviewing personnel, e.g. developers, to find the completeness in the mapping is less credible and also dependent on the experience of the personnel and the bias of the interviewer. Oftentimes it is very expensive to collect the information needed for a perfectly credible analysis. Since the analysis is based on the formalism of extended influence diagrams this credibility variation can be handled, thus the presented method of analysis provides the architect with an uncertainty degree in the result, shown in Figure 7 as bars indicating the range of values the result may assume.

```
Figure 7. The comparison between the service interoperability of the different scenarios, the black I-bars indicate the uncertainty of the assessments.
```

The final result of the analysis is shown in Figure 7. As can be seen from the figure, scenario A achieved the highest interoperability rating whereas scenario B have a considerably lower degree of interoperability due to the use of an ontology not well known and not mapped to other, more well known, ontologies. Even though not detailed in this paper, using extended influence diagrams for analysis allows for assessments of subcomponents and it is therefore possible to discover that scenario A achieves its' high interoperability score due to a high degree of mark-up of both the requirement description and the formal denotational description, while the ontology completeness scores slightly lower due to incorrectness of the ontology mappings. Scenario C on the other hand has a lower degree of mark-up and discoverability but a higher degree of ontology completeness. The architect can now, based on the interoperability score, make a rational decision, choosing an architecture providing the degree of interoperability needed by the enterprise.

```
8 Conclusion
```

This paper has presented a framework for interoperability analysis on the semantic web and a metamodel supporting the analysis. The metamodel consists of entities with accompanying attributes that can be used to create architecture models from which it is possible to extract precisely the information that is needed for quantitative semantic web interoperability analysis. An example was provided illustrating the use of the metamodel and the extended influence diagram for analysis.
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Abstract

Enterprise modelling process can be seen as a knowledge-creating process. In this process the semantic conflicts in enterprise modelling is an important issue.

Enterprise models are used during the system life cycle by other stakeholders rather than those who developed it. They do not necessarily know the context in which the model was built and quite often are not familiar with the language used for modelling. This situation makes the model to loose its semantics during its exploitation and creates ambiguities and difficulties in its use.

This paper will show at firs where the semantic conflicts stand within the enterprise model creation process. Then we propose a methodological approach to follow for the elaboration of enterprise model with the aim of keeping their semantics during their life cycle, by the use of ontologies-based semantic annotations.

1. Introduction

Enterprise models aim at representing the whole or part of an enterprise. They can be informal, semi formal or formal. These models are to be understood, used and re-used by different persons with different knowledge backgrounds. For that the semantic of the concepts used must be clear and without any ambiguity. This paper presents the latest development of semantic enrichment of enterprise modelling using ontologies.

First we will define where the semantic problems related to enterprise model creation process is, on the basis of the SECI model (Socialization, Externalization, Internalization, Combination) which focused on the knowledge creation and transformation. Then we will propose an approach to solve the semantic problem by using ontologies which have an interesting property: the formal capacity of concepts representation. This property will help us to semantically enrich enterprise models. Future works and perspectives are discussed as part of conclusion.

2. Semantic in enterprise modelling

In this section, we will define what enterprise modelling is and we will present the enterprise modelling process. Before identifying the semantic problem in enterprise modelling, we will define what semantics is in the context of our research and will present the semantic conflicts which we can meet within enterprise modelling.

2.1 Enterprise modelling

Enterprise modelling aims to construct a model of whole or part of the enterprise, and generally of any organization, considered as a system, to explain the structure and the organization or to analyze their behaviour. The model must also be able to represent the particular point of view of an actor.

Several languages of enterprise modelling allow the construction and the exploitation of model according to steps of the system life cycle which are often characterized by a level of abstraction (conceptual, organizational or technical).

Formalization degree of the models varies according to the languages used, it can be informal (such as natural language), semi-formal (such as language with graphic formalism) or formal (mathematical language). Most of time, the models based on informal language are used to describe an existing situation while the models based on a formal
language allow properties fixed in a given project to be checked [1].

The enterprise modelling process aim is:
- The obtention of the necessary information to build the model: this information is the result of a trade-off between stake-holders implied in the study, mainly analysts and persons of the enterprise).
- The construction and review of the preliminary model: a first model based on an enterprise modelling method will be proposed. This model may be related to the actual situation of the system modelled. The review will be done by the modelling team by taking the rules of modelling language..
- The formalization of the final model: at this stage the model is elaborated in its final form according to the formalism used.
- The explanation and justification: it is necessary to present the model to the members of the enterprise, explain the followed steps and the content of the model.

2.2 Semantics and semantic conflicts types

Semantics is the study of meaning. The word derives from Greek: semantikos. In linguistics it is the study of interpretation of signs as used by agents or communities within particular circumstances and contexts.

The sign is all components which describe an entity of a given system; it is represented according to 3 axes: - Semantic: Relation between signs and the things they refer to.
- Syntactic: Relation of signs to each other in formal structures.
- Pragmatic: Relation of signs to their impacts on those who use them.

In the context of our research, we are interested in the semantic axis for any sign. Semantic is the meaning that each entity of an enterprise model during its life cycle can carry. This meaning must be the same on the time to avoid a problem of understanding of the model what can induce a poor exploitation and use of the model.

If we consider that the conceptualisation of an entity of an enterprise model is given by a term $T$ and a definition $D$, then a concept $C$ can be represented by $C=(T, D)$.

Different combinations can result from this couple $(T, D)$ which translate a set of possible semantic relations between similar concepts [2]. All these combinations give place to semantic conflicts which we can encounter in enterprise modelling as shown in table 1.

Ushold and Gruninger [3] presented the semantic continuum that fixed semantics of entities according to the degree of formalism:
- Tacit semantic which exists only in people mental;
- Semi-informal semantic (explicit and abstract), it is explicit but is often represented in an abstract way by generally using natural languages such as English or French;
- Semi-formal semantic indicates an explicit and relatively formal semantics which is intended mainly for human by using generally graphic formalisms such as the semantic models, UML diagrams, etc.;
- Formal semantics is based on rigorous mathematical formalisms (such as the description logic, first order logic, etc.) which enable to treat it in an automatic way.

The combination of semantic conflicts and the semantic continuum gives us the following matrix (Table 2). This table shows that the risk of conflicts increases when the formalism of the semantics decreases.

<table>
<thead>
<tr>
<th>Semantic Conflict</th>
<th>Tacit</th>
<th>Semi-informal</th>
<th>Semi-formal</th>
<th>Formal</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td></td>
<td>*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Major</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Semantic conflicts types (adapted from [2])

Table 2: Semantic conflicts compared to semantic continuum
2.3 Model-creating process as knowledge-creating process

Nonaka, Toyama and Konno present in [4] a knowledge conversion model which they called SECI (Socialisation, Externalisation, Combination and Internalisation). For them, an organisation creates knowledge through the interactions between explicit knowledge and tacit knowledge. There are four modes of knowledge conversion:

- **Socialisation** enables the conversion of tacit knowledge into a new tacit knowledge through interaction between individuals. Semantic of the concepts used in this mode of conversion is tacit.

- **Externalisation** is the process of articulating tacit knowledge into explicit knowledge. It is the action of filling information using language. At this level semantics can be semi-informal or semi-formal.

- **Combination** involves the conversion of explicit knowledge into more complex sets of explicit knowledge. Semantic is formal in this mode of conversion.

- **Internalisation** of newly created explicit knowledge using tacit knowledge. It is shared across the organization. At this level semantics may be semi-informal or semi-formal.

The modes where we can meet semantic conflicts in the knowledge creating process are: socialisation where the conflict is “major”; the externalisation and internalisation where the conflicts can be “low” or “medium”.

If we compare the four modes of knowledge conversion and the enterprise modelling process we can propose the following correspondences:

- “To obtain the necessary information to model” can be associated to “Socialisation”, since the analysts will cooperate with the people of the enterprise in order to collect information.

- “Construction and review of the preliminary model” can be associated with the “Externalisation”, since the collected information in the first step will be transformed into a model so, in explicit knowledge.

- “Formalisation of the final model” can be associated with the “Combination”, since we change or correct the model designed at the previous step in another model, therefore we go from explicit knowledge towards another explicit knowledge.

- “Explanation and justification of the model” can be associated with the “Internalisation”, since we expose the model to a group who will create new tacit knowledge by interpreting it.

If we carry on the comparison, we meet semantic conflicts in the enterprise modelling process on the same levels as for the knowledge conversion (figure 1).

2.4 Conclusion

We found semantic problems in enterprise modelling on three levels of modelling process which are: obtain the information, construct the model and explain and justify the model. These semantic problems handicap enterprise modelling and make it difficult to use on the ground, considering the need to bring a solution of semantic enrichment of enterprise models which we will see in the following section.

3. Semantic enrichment of enterprise models

As seen previously, semantic conflicts exist in different step of the modelling process, it is due to poor conceptualization of entities used. The resulting model will surely include concepts bringing semantic conflicts. We must add to these concepts an additional component that will enable them to overcome these semantic conflicts. This is known as semantic enrichment of enterprise models.

The component we need for semantic enrichment must allow each entity involved in the model to carry an explicit semantics during its life cycle. We propose...
to do that using an ontology-based semantic annotation.

Ontology is an explicit and formal specification of a conceptualisation of a domain of interest [5]. This definition stresses two key points: the conceptualisation is formal and hence permits reasoning by computer and a practical ontology is designed for some particular domain of interest.

Before explaining how to use ontology-based semantic annotations to enrich enterprise models, we present the complementarities and mappings existing between enterprise modelling and ontologies.

### 3.1 Complementarities and mapping [6]

The definitions given previously enable us to say that there is a link between enterprise modelling and ontologies. First we can affirm that both have as purpose to support the modelling of an enterprise. More particularly, research in ontology in enterprise domain mainly focuses on enterprise concepts identification and description; while research in enterprise modelling deals also for a part with the concept definition (for example GRAI conceptual model) but mainly focuses on modelling languages and model construction using languages. Thus we can tentatively say that a possible overlapping is the concepts identification (Figure.2).

![Figure 2. Common elements to enterprise modelling and ontologies](image)

However a deeper analysis leads to conclude that the conceptual models developed in the enterprise modelling research are mainly informal and do not allow to capture precisely the semantics of the concepts. In the contrary, ontology techniques used to describe enterprise concepts are more formal and thus allow a better definition of the semantics.

The difference stands also in the content of the models. The enterprise model represents the structure or the operation of the enterprise whereas ontology organizes only the concepts used and the relations between them. In other words, ontologies in the domain of enterprise modelling such as TOVE [7], can be considered as enterprise ontology rather than enterprise model in the sense that there is no associate modelling language in ontology to allow building enterprise mode. Ontology techniques are useful to elaborate enterprise meta-models rather than developing enterprise modelling techniques and models. Thus the two approaches are complementary.

This difference can be beneficial for enterprise modelling; indeed the use of ontologies can mitigate the semantic deficit of the languages and the models that are primarily presented under their syntactic component. This situation is particularly highlighted when we seek to exchange a model or to federate distinct modelling languages. The users face often a problem of understanding due to the fact that the analysis suggested is based primarily on a syntactic analysis of the components; the semantics of the latter being not very explicit.

### 3.2 Ontology-based semantic annotation for enterprise model

As shown Figure 3, semantic enrichment of enterprise model will be done by the association of each entity model to a concept of an ontology, called Reference Ontology (RO). This association will be done by using the semantic annotations which carries information about the link between the model entity and the concept that goes with it in the reference ontology.

![Figure 3](image)

We will see what ontology to use for semantic enrichment of enterprise models and how semantic annotations are presented to that.

#### 3.2.1 Reference Ontology

Ontologies consist of concepts (also known as classes), relations (properties), instances and axioms. A more succinct definition of an ontology is as a 4-tuple \(<C, R, I, A>\), where C is a set of concepts, R a set
of relations, I a set of instances and A a set of axioms [8].

![Semantic annotation diagram](image)

**Figure 3.** Semantic enrichment of enterprise model

The languages used for the construction of ontology may be classed as for the enterprise models: informal (understandable for the user but difficult to check the absence of redundancy or contradiction); semi-formal (increased clarity and reduced ambiguity) and formal (possibility to check redundancy and consistency) [9].

The choice of the formalization degree is done according to the use of ontology. Indeed, if the aim is the support of communication between people, then the representation of ontology may be informal since it is precise enough to capture the semantic of each one. If now ontology must be used by software tools then the semantics must be formal.

In our research, we want to avoid the ambiguities that may occur in the enterprise model caused by semantic conflicts. Therefore, we choose between two types of ontology: informal and semi-formal. The first is not interesting, since we can not verify or validate it. A semi-formal ontology would be in our case more appropriate. As observed by Gruber in [10], currently the ontologies that are semi-formal have demonstrated very high practical value. Ontology development effort for semi-formal ontologies can be significantly smaller compared to that required for developing formal ontologies or ontologies with more expressive representations.

The characterizing feature of languages belonging to this category is a diagrammatic approach to knowledge representation [11]. This class of languages, usually, represents concepts as (labeled) nodes of a graph (/net). For what the relations concern, they are represented either as arcs of the graph or by using nodes, as well as concepts, but with a different shape. The languages which are mainly characterized by a graphic notation are: Conceptual graphs, Semantic networks, UML, Topic Maps and Concept Maps.

The steps to follow to create ontology are [12]:
- Determine the field and scope of the ontology. Determine the degree of formalisation needed, choose an appropriate ontology language.
- Study the possibility of using existing ontologies, to extend and refine them. Reuse existing ontologies can even constitute a requirement if our system needs to interact with other applications which already use specific ontologies or controlled vocabularies.
- Enumerate the significant terms in ontology. Indeed, it is useful to note in a list form all the terms to be treated or explained to a user, and the properties related to these terms.
- Define the classes and their hierarchy.
- Define the class properties (attributes) and their facets (values types, authorized values, number of values, etc.).
- Create class instances in the hierarchy.

### 3.2.2 Semantic Annotation

The annotation is one of the most common forms of meta-data in the Web context, it is also graphic or textual information attached to a document and generally placed in this document.

The semantic annotation is a particular case of annotation because it refers to ontology. It can be made in the form of comments, of explanations note, questions or another type of external remark which can be attached to a document or a selected part of this document [13].

To perform an annotation it is necessary to proceed through the three following phases which are [14]:
- The location which consists in placing in the document the ontology concepts references that it contains. These elements are considered as meta-data,
- The instantiation which allows to give attributes values of the concepts using information present in the document,
- The enrichment which aims at adding information by means of concepts attributes which could not be given values in the previous phase.

We note that in the first two steps, there are not information addition but rather localization and characterization of information already present. They are insertion steps. At the last step, the document is enriched by information which did not exist; it is a step of annotation formalized by meta-data.

3.3 Structured approach for semantic enrichment of models

The approach that we propose for semantic enrichment of enterprise models follows 6 steps, which are (figure 4): Constitute the team, Define reference ontology (RO); Delineated enterprise model (EM) concept; Match Enterprise model concept to reference ontology concept; Construct annotation; Deploy enrich model.

![Figure 4. Methodological approach to enrich model](image)

3.3.1 Constitute the team

Two teams must be constituted to carry out semantic enrichment of model, one to handle the enrichment tasks (execution team), another to deals with validation at each step of enrichment (supervision team). In both teams skills required are: enterprise domain, enterprise modelling, ontologies and semantic annotations.

3.3.2 Define reference ontology

The enterprise model contains concepts directly related to the field of business and others concepts which are related to enterprise modelling language used. It leads to find one or several ontologies bringing together all this knowledge. Otherwise we have to build an adequate ontology.

The validation is done by the supervision team to check if the ontology choice is suitable for model enrichment.

3.3.3 Delineated enterprise model concept

The execution team will bring together the concepts of the model to enrich to decide on definitions to give to the concepts for not having latest ambiguities on its. This step is very important since it will enable us in the next step, to involve model concepts to correct reference ontology concepts.

To validate this stage, we must ensure that all concepts have been well defined and that these definitions are going in the right direction.

3.3.4 Match enterprise model concept to reference ontology concept

Enterprise model concepts must be linked to those of the ontology that correspond in a most adequate way. This correspondence is based on the definition that we gave to each model concept in the previous step.

There are methods that can measure the similarity or semantic distance between two concepts. The most interesting is the one proposed by D’Amato et al. [15] who propose a measure of similarity based on the interpretation of concepts. They are described with the logic of descriptions [16] defined as follows:

\[
s(C, D) = \frac{|C \cap D|}{|C| + |D| - |C \cap D|} \times \max \left( \frac{|C \cap D|}{|C|}, \frac{|C \cap D|}{|D|} \right)
\]

Where \((.)^I\) is an interpreting function and \(|.|\) represents the cardinal of set.
The problem with these methods of measurement is that ontologies and models should be formally represented, which is not the case with our study. So, this measure of similarity between concepts will be done manually.

The validation is done ensuring that the similarity between the concepts is real.

### 3.3.5 Construct annotation

After finding the corresponding concept in reference ontology, execution team will build the annotation to clarify what is the relationship that exists between the two concepts (ontology and model).

The structure of a semantic annotation can be represented as in figure 5:

![Semantic annotation schema](image)

**Figure 5.** Semantic annotation schema

This schema includes the following elements [17]:
- Annotation type:
  - Decoration: annotations are comments associated with the resource;
  - Link: annotations are links;
  - Instance Identification: the annotated object (U#X) is an instance of a given class and the annotation content (Ref2Ontology) may be a link to that class (uri);
  - Aboutness: no assertion is made about the existence of an instance of the concept, but there is a loose association with the concept;
  - Pertinence: the target of the annotation may be of interest for the annotated object;
  - Textual description of the annotation: Human readable of annotation content;
  - Location of the target of the annotation: link to a reference ontology; this link is assumed to be the URI of its target.
- Formal definition of the annotation: expression of complementary information, like the type of relationship that holds between the annotated object and the target of the annotation (exact/partial match, more/less general, etc.). The value of this formal definition depends on the type of the annotation. For instance, in the information model perspective, this part may contain the definition of integrity constraints, while in other perspectives, it may contain the definition of the relevant business rules, etc. Moreover, this part of the annotation scheme is intended to be machine readable and interpretable. Therefore, its content is preferably expressed using a formal language. In the current experiment, the formal definition (called constraints in the annotation scheme) was expressed using UML/OCL.
- Graphic description of the annotation: graphic representation of the annotated concept is given related to the reference ontology.

The validation of this step ensures annotations to be correctly made.

### 3.3.6 Deploy enrich model

In this section, we collect all the information built in the previous steps to form the enriched model with all the annotations that connect each model concept to its equivalent in the reference ontology.

The validation is done by checking all these annotations and validating the meaning that the team wanted to give to the model.

### 4. Conclusion

Semantic problems in enterprise modelling were presented in this paper by the connection that we made between enterprise modelling process and the conversion knowledge model (SECI). The relationship that we have found, allows saying that the modelling process is also a knowledge-creating process. But if the semantics of such knowledge is not formally defined, the models will be confronted with problems of understanding. That is why we propose to use ontologies.

Complementarities between enterprise modelling and ontology have been identified. Ontologies have the interest to bring a degree of formalization missing in enterprise modelling. That is initially possible by using an ontology based semantic annotation that binds the concepts used in a model with an ontology that already exists or that should be built. We proposed in this paper a 6 step approach to carry out semantic enrichment of enterprise models.
Currently, we are investigating the problems of understanding of enterprise model. This is done by evaluating how individuals understand a model when first this model is natural and, second when it is accompanied by an ontology-based semantic annotations.

The results of these studies will be presented in a coming publication.
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Abstract

This position paper presents the vision and initial results of the COIN (FP7-216256) European project for the development of open source Enterprise Interoperability (EI) services following the Software-as-a-Service Utility (SaaS-U) paradigm.

1. Introduction

COIN (FP7-216256) is an integrated project [1] in the European Commission Seventh Framework Programme. The mission of the COIN project is to study, design, develop and prototype an open, self-adaptive, generic ICT solution where Enterprise Collaboration (EC) and Enterprise Interoperability (EI) services will be an invisible, pervasive and self-adaptive knowledge and business utility at the disposal of the European networked enterprises.

In this paper we position the COIN initial results for the development of open source services, which will be integrated according to the Enterprise Interoperability Research Roadmap grand challenge of Interoperability Service Utility (ISU) [1] into a coherent pool of EI services as a contribution to the Software-as-a-Service Utility (SaaS-U) vision.

The rest of this paper is structured as follows: In section 2 we give a short overview of related work. Section 3 describes the identified candidates for implementing a first set of EI services. In section 4 we describe how the EI services relate to the SaaS-U paradigm. Conclusions and future work are presented in section 5.

2. Related work

The COIN project is founded on the vision of an innovative integration and improvement of previous project results related to Enterprise Interoperability. Enterprise Interoperability [1] is a relatively recent term that describes a field of activity with the aim to improve the manner in which enterprises, by means of information and communications technology (ICT), interoperate with other enterprises, organisations, or with other business units of the same enterprise, in order to conduct their business.

One aim of the COIN project is to provide a foundation for EI services based on the principles from existing interoperability frameworks and the results from previous projects, which are to be integrated with the new and open source COIN service platform supporting the SaaS-U provisioning paradigm.

Results from previous European projects on interoperability were collected, analysed and consolidated into a set of baseline EI services according to a state-of-the-art analysis. Due to the requirement of an open source COIN service platform the state-of-the-art analysis focused primarily on available open source solutions, in particular from the following projects:
• **ABILITIES (FP6-027306)** [2] addressed Enterprise Interoperability among SME in Enlarged Europe. The project released tools, services and Web portals to solve communication and interoperability issues related to business documents exchange.

• **ATHENA (FP6-507849)** [3] was the integrated project focusing on Enterprise Interoperability in FP6. The project developed an interoperability framework baseline comprising of a set of models, tools, services and methods to solve interoperability issues.

• **INTEROP (FP6-508011)** [4] was a network of excellence which joined 50 of Europe's most prominent research institutes focused on interoperability research. The project coordinated research results and development of interoperability solutions within Europe.

• **SUPER (FP6-026850)** [5] addresses the use of semantic techniques in the context of business process modelling and management. The project developed several tools for semantic business processes modelling, management, monitoring and analysis.

### 3. Baseline EI services

In the COIN context, Enterprise Interoperability services provide functionality for applying IT solutions that overcome interoperability gaps between two or more enterprises and thus enabling them to set-up and run collaborations. The main goal of the EI services is to improve interoperability, mainly for SMEs, which means to reduce the costs of data reconciliation, systems integration and business processes synchronization and harmonization. Typical indicators will be in the cost of service composition and of data mediation and reconciliation.

The EI services will be realised according to the interoperability dimensions in the **COIN EI Services Framework**, which is based on the ATHENA Interoperability Framework (AIF) [6] and harmonised with the European Interoperability Framework (EIF) [7] in the areas of technical, semantic and organisational interoperability. The AIF defines an interoperability reference model (see Figure 1) that focuses on the alignment and exchange of provided and required artefacts of collaborating enterprises. Interoperations can take place at various levels, namely enterprise, business processes, services and information/data.

For each of these levels specific EI services may be developed to support collaborative enterprise modelling, cross-organisational business processes, flexible execution and composition of services and information/data interoperability. The model-driven interoperability approach cuts across all levels and provides model-based solutions to formalise and exchange the provided and required artefacts that must be negotiated and agreed upon. The semantic mediation interoperability approach concerns the application of ontology-based techniques for semantic reconciliation of the models expressed on the different levels.

Based on the state-of-the-art analysis a set of baseline EI services were specified [8]. These services will be implemented as Semantic Web Services and tested in relevant industry pilots.

#### 3.1 Model-driven interoperability

Model-driven interoperability services support enterprises to formalise, exchange and align models that are relevant to set up collaborations. Model-driven interoperability is influenced by the ongoing standardisation activities around the OMG Model Driven Architecture (MDA) [9]. MDA is a technology framework that defines an approach in which visual modelling languages and visual models can be used to integrate the huge diversity of models used in the development of software systems.

The Eclipse community provides open source implementations of MDA specifications for metamodelling [10] and model transformations [11, 12] which can be used to align different models. The model transformation engines was developed as part of the MODELWARE project [13].

These technologies will be the basis for the development of the **COIN Model Transformation Service Engine** which will provide functionality for storing, searching and executing model-to-model and model-to-text transformations, in order to overcome
the incompatibilities between different modelling formalisms.

3.2. Enterprise modelling interoperability

Enterprise modelling interoperability services support enterprises to factually co-operate with other, external organisations in spite of e.g., different working practices, legislations, cultures and commercial approaches. Enterprise modelling is a discipline devoted to the understanding and improvement of the organisations through the development of enterprise models.

The COIN project will provide two baseline enterprise modelling interoperability services:

- **Enterprise Model Interchange Service** based on the POP* metamodel [14] developed in ATHENA. The POP* metamodel defines a core set of enterprise language constructs in the modelling dimensions Process, Organisation, Product and other dimensions like System and Decision to be defined in an enterprise model. The POP* metamodel is a flexible intermediate language that facilitates model exchange between different enterprise modelling tools. The POP* metamodel was included as an annex to the ISO19440 standard [15].

- **Enterprise Interoperability Maturity Assessment Service** to assess and improve the level of interoperability. An SME needs to establish new relationships with other organisations to respond to the multiple changes in their environment. The readiness to interoperate is a key attribute to efficiently respond to those changes. In that sense there are some models that guide organisations in the identification of good practices that improve the capability of the organisation to interoperate with others.

3.3. Business process interoperability

Business process interoperability services support enterprises to make proper external views of enterprise internal processes synchronised by a collaborative inter-enterprise business process.

Process models play an important part in Business Process Management (BPM) environments. As a result, business process modelling tools are an integral part of today’s software designing process. In this area, significant improvements are expected especially concerning semantic interoperability. From the point of view of supporting cross-organisational business processes, all the life cycle of business processes should be taken in account. This means that not only business process modelling support, but management and monitoring services must be provided. Finally, we should consider also analysis services as a way of making business people more independent of IT people when performing business analysis within and across enterprises.

Potential candidates for the development of COIN baseline business process interoperability services are:

- **Cross-Organisational Business Process (CBP) Modelling Service** based on the CBP metamodel [16] developed in ATHENA. The CBP metamodel defines language constructs for modelling cross-organisational business processes using the concepts of view process and private process. A CBP defines the interactions between two or more business entities which links together view processes. A view process combine different (internal) private processes to an abstract level that enables companies to hide critical information from unauthorized partners.

- **Semantic Business Process Modelling Service** based on projects results from SUPER. The services deals with enrichment of existing business process models with semantic annotations and are expected to enable semantic interoperability by creating a common understanding of the business semantics.

- **Semantic Business Process Management Service** based on projects results from SUPER. The service will manage the life-cycle of deployed business process models independently of the underlying process engines actually executing the model.

3.4. Service interoperability

Service interoperability will be supported by the COIN Baseline Service Platform. The service platform will be based on a SESA (Semantically-Enabled Service-oriented Architecture) as the founding block enriched with scalability, trust and security, and intelligent negation capabilities.

The Web Service Execution Environment (WSMX) [17], which is the most complete and functional implementation of a SESA as of today, will be used for implementing the COIN platform. WSMX supports semantically-enabled functionalities such as dynamic discovery, selection and mediation, as well as
semantically-enabled control and connection functions such as service invocation and interoperation thus directly contributing to the exposition, integration, composition and invocation of services advertised by the platform.

Services, requester inquiries and related data model are going to be formalized using the Web Service Modeling Ontology (WSMO) formalism on top of which WSMX has been designed.

3.5. Semantic mediation interoperability

Semantic mediation interoperability services support enterprises to apply ontology-based techniques for semantic mediation such as semantic reconciliation of business documents in order to support interoperability among heterogeneous software applications. In literature, several platforms and frameworks addressing this issue exist. Among these initiatives, we here recall the ATHENA Semantic Reconciliation Suite [18], the Artemis Message Exchange Framework [19] and the MAFRA Mapping Framework [20].

In general, such complex solutions need the synergy of different tools and services that will be provided by COIN:

- **Ontology Management and Engineering.** Ontologies are a requirement for semantic mediation, and tools and methods for ontology building (e.g., Protégé, ATHOS), maintenance and evolution (e.g., METHONTOLOGY, UPON) are needed.
- **Semantic Mapping** allows definition of correspondences between documents or any kind of resource, and ontology, in order to describe in an unambiguous way such resources. Two kinds of mapping services have been analyzed: Semantic annotation, which works at conceptual level: on unstructured documents (e.g., text, audio, video); on structured documents (e.g., business document schema). Tools of the former case (e.g., MnM, Cohse) are mainly for supporting search and retrieval purposes. Tools of the latter case are mainly for semantic mediation (e.g., ASTAR, MWSAF). Semantic Transformation rules: respect to semantic annotation, semantic transformation rules have an operational purpose. They are applied to instance documents to drive the document mediation and reconciliation. Examples of such tools for building Semantic transformation rules are ARGOS and OWLmt.
- **Semantic Reconciliation Execution** is in charge to interpret semantic transformation rules, and to apply them against document instances, in order to actually transform such documents from an internal representation to another. Examples of Semantic Reconciliation Engines are ARES, are WSMX Semantic Mediation module.
- **Semantic Mapping Assessment** to understand how much two information systems can interoperate between each other;
- **Reconciliation Execution Monitoring** to check the effectiveness of the document mediation.

3.6. Information and data interoperability

Information and data interoperability services support enterprises to exchange and share business documents among organisations, by filling interoperability gaps related to the payload (format and content) and to the messages and/or structures to be exchanged between different and heterogeneous data sources. The common problem faced by these services is extraction of information from a specific format of a data source, and then make this information available to another data source in another format.

The COIN project will provide two baseline data interoperability services:

- **Transactional Data Interoperability Service** which concerns the exchange of information between two distinct actors (for example a seller and a supplier) and provides functionality for the creation and application of business document format and content rules to be applied in the context of format and content changes.
- **Massive Data Interoperability Service** which concerns the exchange of information among multiple actors. The main functionality of the service is to map the data provided by data providers to a schema that represent the kind of information required by consumers.

4. Towards EI service utilities

The research projects on interoperability in the European Commission Sixth Framework Programme have developed a vast set of standalone software products and tools, as well as some Web-based
services to address interoperability issues. However, some of these solutions are difficult to integrate and use for SMEs.

Experiences from piloting activities in the ATHENA project suggested that Enterprise Interoperability is very challenging and that the expected gains from interoperability research will consist in finding technologies and methods that will fasten interconnection of applications through standardised Web infrastructure for software application communication and for collaboration [21].

Within the context of an enterprise, flexibility, fast development and re-configuration are important properties for software applications. This implies to avoid as much as possible the intervention of software engineers and developers, and to prefer direct parameterisation and configuration by software users. This also implies accurate ways to architecture enterprise applications that facilitates publication of information managed by the application, publication of services made available by the application for other applications and finally publication of services made available for the human users. Finally such architectures should make it possible to manage coherency of the application systems despite numerous existing interfaces and adaptation of the application systems within the whole enterprise.

The Enterprise Interoperability Research Roadmap [1] envision interoperability support as utility-like capabilities that needs to be supported by an enabling system of services for delivering basic interoperability to enterprises, independent of particular IT deployment. The term Interoperability Service Utility (ISU) is used to denote this overall system. The ISU is envisaged to provide interoperability as a technical, commoditised functionality, delivered as services.

The ISU challenge is addressed by COIN by providing a service infrastructure for Enterprise Interoperability in the business context of Enterprise Collaboration. This will not just create a service platform, but mainly a new business concept – the Software-as-a-Service Utility (SaaS-U) model. The baseline EI services will be offered as Semantic Web Services on top of the WSMX environment [17].

The SaaS-U paradigm fits well fit the ISU concepts and can be seen as a software application delivery model where a software vendor develops Web-native software services and hosts and operates them for use by its customers over the Internet. Customers do not pay for owning the software itself any longer but rather for using it on-demand. They use it through an API accessible over the Web and often written using Web services.

5. Conclusions and future work

In this paper we position the COIN service platform as a technology enabler for developing and offering Enterprise Interoperability services according to the Service-as-a-Software Utility (SaaS-U) paradigm.

We give a short description of potential candidates for the development of baseline EI services based on state-of-the-art analysis of previous FP6 research projects. The development of these services will follow two phases. The first phase involves wrapping and potentially re-implementing parts of the solutions as Web services. The second phase involves enriching the service descriptions with semantics in order to make them Semantic Web Services.

After the implementation of the baseline EI services, which are scheduled to be delivered by the end of 2008, focus will be directed on developing new and innovative EI services for (1) information interoperability, which will explore new service communication and coordination in business collaborations, (2) knowledge interoperability, which will stem upon the concept of semantic profiles and will develop the environment to expose, compare and semantically mediate such profiles, and (3) business interoperability, which will go beyond the cross-enterprise business process coordination and provide new formalisms and languages for interactive and collaborative BPM as well as tools for process and workflow mining and knowledge extraction.
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Abstract

The competitiveness of an enterprise depends not only on its internal performance to produce products and services but also on its ability to seamlessly interoperate with other enterprises. External and internal collaborative work needs more interoperable solutions. How to enhance interoperability between stakeholders and improve efficiency of supply chain management is the key issue that needs to be addressed in automobile industry.

This paper proposes a methodology that provides a guide on how to establish interoperability between enterprises through a federated approach. According to this methodology, an interoperability service utility platform is designed and implemented for automobile supply chain management. In the platform, interoperability is considered to be a utility-like capability and delivered in the form of SaaS. This paper introduces the specification of these ISUs and proposes an interactive framework which is used to establish interoperability between two SaaS applications.

Keywords: Enterprise Interoperability, ISU, SaaS, Supply chain management.

1. Introduction

Today an enterprise's competitiveness is to a large extent determined by its ability to seamlessly interoperate with others. Enterprise Interoperability (EI) has therefore become an important area of research to ensure the competitiveness and growth of enterprises [1].

In modern manufacturing field, such as automobile industry, an entire manufacturing process often cooperated by assembly factory and part suppliers. Agile Supply Chain Management increasingly becomes an effective and important measure to enhance competitive advantage of enterprises that needs the support of agile information system to integrate their supply chain more effectively and quickly [2].

As auto manufacturers inexorably move their sourcing of components and low value-added operations offshore, to lower cost countries, so their supply chains increase in both distance and complexity. Many companies are faced with the challenge of providing an agile response to customers and yet operating a lean operation across an extended global supply chain. This is a challenge that needs a solution beyond the abilities of simply judgment, the telephone and spreadsheets [3].

Existing interoperability solutions are suitable only for large enterprises and SMEs lack cheap, easy to integrate and easy to customize solutions. Therefore, SMEs are still far behind in the reform of supply chain management due to their small IT budgets, crude process standards with little visibility data to enable them to share and compare with trading partners.

Therefore, our research work aims at developing a methodology that provides the guide on how to implement an interoperability solution in auto supply chain management through a federated approach. More precisely the methodology allows establishing interoperability by: (1) constructing a virtual enterprise by identifying and involving various actors and stakeholders; (2) dynamically composing available interoperability service utilities according to identified requirements; (3) evaluating and improving the interoperability solution in practice.

Under the guiding of this methodology, we design and develop an ISU platform, which is built on top of existing ICT infrastructure available in most of enterprises. In our platform, the ISUs are delivered in the form of SaaS [4], which are cheap, fast, reliable, and without major integration efforts, so they can be invoked by enterprises on the fly in support of their business activities.

The goal of ISU Platform is to provide a holistic solution enabling the collaborative supply chain management in a flexible and dynamic environment and especially to facilitate SMEs’ participation to collaborative supply chain management processes.

2. Architecture of ISU Platform

According to the methodology mentioned above, we design and develop an ISU platform, which is used to deliver interoperability service utilities easily and quickly. Both the assembly factory and the supplier should first register to be users of this platform, where they can negotiate for goods and services. After the establishing of a virtual enterprise in our platform, the master of the V.E. could apply for the authorization to use these ISUs, such as SBM and APO.

The design of the platform is based on the SOA principle; all the functions are implemented as services, including web services and software as a service. In the
ISU platform, interoperability is considered to be a “utility-like” capability, and the ISUs are delivered in the form of SaaS.

The architecture of our platform is shown in figure 1, which has 5 different layers.

The bottom of the architecture is the data center of our platform. There are data bases for all kinds of important data needed in the normal execution of the ISU platform.

Portal is the presentation layer of ISU platform, and the use of the platform is organized in a way of “personal work-space”. That’s to say, when the user logs in our platform, he will work in his self-customized workspace to support the business activities. If the user is from a part supplier, he can get the orders from his assembly factory, and deliver the materials on time.

Support service layer is basic and fundamental layer in the platform. In this layer, it contains many services which are used to support the basic function of our platform, such as user management service, security service, data synchronization service, log service and so on. All the ISU services are based on these support services.

ISU services layer is the most important one in our platform. As the platform is designed to support the auto supply chain management, the interoperability service utilities are the core functions auto manufacturer enterprises will use to enhance the interoperability between stakeholders. In the ISU platform, it provides several widely used services, which are delivered in the form of SaaS. They are SBM service, APO service, SMS service and conference service etc. In real world, SBM service and APO service will directly influence the production of enterprises, while the SMS service and conference service are often used to support daily business activities that are not very important.

To build agile supply chain management for automobile industry, SBM provides a cooperative environment of supply business for assembly factory and its suppliers, where the assembly factory is in the center of the business. SBM will help the assembly factory to deal with businesses related to suppliers such as bill inquiry, inventory management, and payment management, etc.

Advanced Planning and Optimization (APO) is very important in the automobile industry, because it is at the leading edge of manufacturing management technology. The appeal of APO to manufacturers is obvious, because companies can optimize their supply chains to reduce costs, improve product margins, lower inventories, and increase manufacturing throughput. APO necessitates deciding when to build each order, in what operation sequence, and with what machines to meet the required due dates.

In real world, most of the SMEs can’t afford the expensive software systems with the same function of SBM and APO. Therefore, the goal of the ISU platform is to facilitate SMEs’ participation to collaborative supply chain management processes by invoking SBM service and APO service on the fly.

At present, SBM service and APO service are the most important services in the platform used to improve interoperability between enterprises. They will be introduced in the following sections.

The composite services layer of the architecture is more complex than the ISU services layer. In automobile supply chain management, SBM and APO are often used together to support the important business activities. Dynamically composing available interoperability service utilities according to identified requirements is the key step to construct a new application.

Therefore, a composite services layer is designed to deal with the complicated business requirements. This paper will introduce an interactive framework used to establish interoperability between two ISUs: SBM and APO.

![Figure 1. Architecture of the ISU platform](image)

3. Establishing of Virtual Enterprises

The virtual enterprise (V.E.) concept is one of the most important ways to raise the agility and competitiveness of a manufacturing enterprise[8]. Under this concept a master company develops its products by using the manufacturing resources of external partners. In this paper, the creation of virtual enterprise is executed throw the platform.

All the stakeholders have to register to be users of the platform, if they want to use the interoperability service utilities to support their business activities.

In the ISU platform, there are mainly two kinds of enterprise users: assembly factory users and supplier users. The establishing of virtual enterprise is a prerequisite to use these ISUs. The assembly factory users have authorization to create a virtual enterprise. They can choose appropriate suppliers from all the registered users to supply the parts/materials they need for normal production. After the assembly factory
gathering all the suppliers it needs, a virtual enterprise is established.

Then, master of the V.E. could apply for ISUs such as SBM service and APO service. After been approved by the platform, the master could use these ISUs with the other members of V.E. to establish interoperability easily and quickly.

It must be addressed that, there exists three different kinds of virtual enterprises in the platform, and the platform can serve all of them well.

The first kind of V.E. is the most common and standard one, as is shown in figure 2. In this kind of V.E., an assembly factory is the unique master, and a number of suppliers serve it. The relationship among them is very simple because there is no intersection in the organization.

In the second kind of V.E., the relationship is more complicated, because intersections appear among V.E.’s boundaries. As is shown in figure 3, one supplier may serve several masters. As a result, they will exchange information with different assembly factories.

The third kind of V.E., is the most complicated one. In ISU platform, all the enterprise users could apply for ISU services, so it potentially allows a “double-role” situation. In other words, the master of a V.E., may be a supplier in another V.E.. As is shown in figure 4, A1, A2 are both masters in their organization of V.E., however, they are parts suppliers of A3 at the same time. Just take an engine manufacture enterprise for example, it can be master of a V.E., and get outsourcing parts to produce engines; meanwhile, it may play the role of a supplier to serve other assembly factories.

According to the analysis of these possible cases, we design and develop the ISU platform in a flexible way to deal with various requirements.

4. SBM service

To build agile supply chain for automobile industry, a software named supply business management (SBM) was developed. SBM is an interoperability service utility which is delivered in the form of SaaS. The SaaS vision focuses on separating the possession and ownership of software from its use. Delivering software’s functionality as a set of distributed services that can be configured and bound at delivery time can overcome many current limitations constraining software use, deployment, and evolution.

At present, the SBM service is widely used by many assembly factories that have their powerful inner software systems but have no information platform to share all the important data with their hundreds of suppliers.

4.1 Business scenario

An automobile manufacturer (named F) has its own CAPP software system which is used to support its daily business activities and improve efficiency of the supply chain management.

During execution, production department makes daily production plans, and these plans will be imported into CAPP system. Then CAPP system decomposes these plans and gets concrete parts/materials needed according to the BOM. Compared with the inventory, CAPP will generate daily procurement plans.

According to these procurement plans, workers in procurement department will call the corresponding suppliers to deliver parts/materials on time to ensure normal production. If some of these suppliers can’t supply on time, the workers will get some alternative suppliers to fill the gap.

When suppliers deliver parts/materials to company F, they have to go to procurement department first to print procurement orders through CAPP system, and then deliver goods to warehouse together with the printed
orders. As a result, there is usually a long queue in the office of procurement department waiting to print procurement orders. When suppliers go to finance department to get some financial information, they also have to wait a long time.

In this scenario, efficiency of the supply chain management needs to be improved immediately, as all the information can be read from the inner software system, but they can’t be shared with suppliers. In a word, company F needs an information platform to share all the important data with its hundreds of suppliers to enhance the interoperability with these stakeholders.

At last, company F tries to enhance efficiency of their supply chain management by importing the third-party SBM service to decrease its IT investment and operational cost, instead of developing a new solution from scratch.

4.2 Functions

SBM provides a cooperative environment of supply business for assembly factory and suppliers.

At the beginning, company F will use a data synchronization service to synchronize all the important data it wants to share with these suppliers. Data synchronization service is one of the support services provided in our platform, which is used to synchronize important data from inner systems of an enterprise to the ISU platform. During execution, we have to synchronize the production data to the database of SBM. This is a precondition to use SBM service.

With the help of SBM service, assembly factory can share production related information easily with its hundreds of suppliers. SBM provides several services to support the business activities, such as plan service, order service, finance service, quality service, notice service, inventory service etc.

Using the plan service, assembly factory could publish its procurement plans to suppliers to guide their production and shipping. There are mainly three kinds of purchase plans, including monthly plans, weekly plans, and daily plans.

Order service is the most important function in SBM. Assembly factory allocates orders to its suppliers according to the pre-defined quota standard. The decomposed orders are published immediately to corresponding suppliers. Then, the suppliers will print orders online and shipping the parts/materials directly to warehouse. They will never wait a long time in procurement department to print the orders.

Finance service publishes all the financial information to suppliers, such as general ledger arrearages, quality compensation etc.

Quality service gives all the quality related data, such as quality inspection, sampling inspection etc.

Inventory service allows suppliers to get the accurate inventory in assembly factory. According to the inventory, suppliers can get the information of already used materials, and carry out the distribution.

In order to serve all kinds of assembly factories, the SBM service is designed and realized flexibly, which provides the function of customization. That is to say, users of SBM could customize the service and use it in a DIY way.

4.3 Customization

In real world, business rules of automobile assembly factories are complicated and different from each other. Therefore, SBM service may not be suitable for all of them. So we provide the function of customization to deal with various conditions. All the customized information will be written in corresponding configure files in the form of XML.

Actually, there are three kinds of configure files in SBM service: UI config file, authorization config file and the business logic config file.

The logo and menus can be configured in the UI config file; roles of users and authorization of all kinds of operations are configured in the authorization config file. What’s more, all the business rules are configured in the business logic config file. With these config files, an SBM instance can be customized by the master of a V.E.

The data flow of SBM service is shown in figure 5.

As is shown in figure 5, when supplier users request information from SBM service, they will first pass a load balancer which is used to deal with concurrent request from a large number of users.

Then, the filter layer is used to filter the requests with the help of UI filter, authorization filter and business logic filter. The UI filter is used to get the logo, menus and other UI configure details customized by the assembly factories. The authorization filter is used to identify whether the operation of the user is authorized in the authorization file. If the operation is authorized, the request will pass the business logic filter, to get business rules pre-defined by master of V.E. According to these business rules, corresponding business services will be invoked to get the needed information from the SBM data base.

It has to be addressed that, before the master of V.E. is approved to use SBM service, SLA (service level
agreements) should be contracted, such as the maximal concurrent users on line and the response time of querying 1 million records etc.

With the support of SBM service, assembly factory could enhance and improve interoperability with its suppliers with little IT investment and operational cost, instead of developing a new solution from scratch.

5. Interoperability between SBM and APO

In the ISU platform, SBM and APO are delivered in the form of SaaS. However, SBM and APO usually have to be used together to fulfill some special requirements. An interactive framework is proposed to establish the interoperability between two SaaS applications.

5.1 Improved business scenario

In the scenario of section 4, with the help of SBM service, company F could share the important information synchronously with its suppliers.

In SBM service, information flow is only from company F to its suppliers: company F publishes its procurement plans to its suppliers, who then determine whether they have enough capacities to satisfy such demands. However, company F knows nothing about the capacities of its suppliers. Actually, almost none of its suppliers have such kinds of software to support their calculations on production planning and scheduling, so they have to deal with such heavy tasks manually, which are not only time-consuming, but also lead to imprecise results.

To address such issues, company F plans to enhance efficiency of its supply chain management by compositing SBM and APO together to help suppliers automatically calculate their replenishment capacities. APO is a set of packaged services that provides strong capabilities for advanced production planning and optimization through explosion or implosion.

After the composition, suppliers can get the procurement plans through SBM service and directly invoke the APO service to calculate the advanced planning and optimization. What’s more, with the help of APO, suppliers can feedback on line to the assembly factory whether they can supply on time.

In this improved scenario, the interoperability is established by the following steps:

1) Production department of company F makes daily production planning and imports these plans into the CAPP system;

2) Then CAPP system will decompose these plans and get concrete parts/materials needed according to the BOM. Compared with the inventory, CAPP will generate the daily procurement plans;

3) The suppliers get corresponding procurement plans published throw services in SBM, and then calculate the advanced planning and optimization through the APO service which is invoked in SBM;

4) APO returns the results to the suppliers, who then make decisions based on the implosion results and send a response to procurement department to feedback whether they can supply on time. Then the suppliers prepare to produce the required parts/materials;

5) The procurement department collects responses from all the suppliers. If there are some suppliers that can’t completely fulfill the initial procurement plans, it will then try to find some alternative suppliers to fill the gap;

6) In some special situations where no alternative suppliers could be found, production department of company F has to adjust its production plans.

With the help of SBM service and APO service, suppliers can share the information of company F easily; moreover, they can calculate their production planning and optimization automatically based on the interoperability between SBM and APO.

5.2 Interactive framework

In order to invoke functions of APO directly in SBM, we have to expose some related functions to web services, as is shown in figure 6. To ensure the interoperability between SBM and APO, three technological issues have to be addressed:

1) How to embed the original web pages of APO into the pages of SBM, and directly use them to invoke the web services exposed by APO;

2) How to connect the web services exposed by SBM and APO to execute business process and get the needed data;

3) How to coordinate the web services exposed by SBM and APO;

To address such issues, this paper proposes an interactive framework to establish interoperability between SBM and APO. As is shown in figure 6, with this framework, the interoperability can be established in presentation layer, function layer, and data layer. And finally, the original APO service will act as a module of SBM. The users won’t realize that their business activities are executed in a third-party application.

In the following sections, the paper will introduce solutions to the three technological issues mentioned above.
5.3 Architecture of EWidget model

To establish the interoperability in presentation layer, an extended UI widget model—EWidget is designed. EWidget is a kind of utility which is used to access information and services. Widget is an instance of EWidget. Different widgets usually implement different functions, and can be composed together to construct a new application.

Figure 7 shows the architecture of EWidget model, which lies in both presentation layer and business logic layer. The size, layout and initial variables of a EWidget can be defined in its properties which are used in the exchanging of information. EWidget can support the invoking of remote services through DELEGATE. \{op1, op2, ..., opn\} defines the operations which can be customized by application designers. EWidget model extends Dojo toolkit \(^6\), which is written in JavaScript and XML.

In EWidget model, the invoking of remote services is needed to execute business process. However, most of the popular browsers, such as IE and Firefox, prohibit the cross-domain invoking of web services. Therefore, we import the DELEGATE module to solve this problem. According to the EWidget model, original web pages of APO could be converted into widgets that can be embedded into pages of SBM.

Each widget stands for a unique function. The whole process will be fulfilled by traversing from one widget to another according to the business rules. At the same time, each widget deals with a certain kind of data structure, and the business data will be transferred from one widget to another, from APO to SBM.

5.4 Service connection

Generally speaking, there are various services in a heterogeneous environment; web service is just one of them. How to identify them and make them work together is an issue need to be addressed. This paper provides solutions including service authentication, service authorization and service connection according to different business requirements.

Service surrogate extended from SCA \(^7\) provides a programming model which is used to construct applications and solutions based on SOA. SCA (Service Component Architecture) is a model that aims to encompass a wide range of technologies for service components and for the access methods used to connect them.
Component is the basic unit of Service Component Architecture, as shown in Figure 8. Component is a paragraph of codes that provide special functions. As to access methods, SCA compositions support various communication and service access technologies such as web service, messaging system and RPC (Remote Procedure Call). The original definition of SCA Component defines the implementation, exposure and invoking mechanism of services. However, it cannot fulfill our requirements for interoperability, such as service authorization and service authentication.

SCA provides service flow definition mechanism to finish complex business automatically. It is the same as the extended SCA component. SCA describes the content and linkage of an application in assemblies called composites. Composites can contain components, services, references, property declarations, plus the wiring that describes the connections between these elements. Composites can group and link components built from different implementation technologies, allowing appropriate technologies to be used for each business task [8].

This paper extends SCA Component by adding the Identity Module to monitor and process SOAP messages based on WS-Security. As is shown in Figure 8, the extended SCA Component is named “surrogate”. In common situation, SBM and APO manage their users separately. So the detailed solution of service connection is:

1) Encapsulating the related web services with SCA Component.
2) Process the identity information in the identity module. A mapping table for users should be maintained in the ISU platform. The table stores the mapping relationship of SBM users and APO users. The role and authorization will not be changed and still be managed by SBM and APO. When an authorized user, such as Bob logs in SBM and invokes web services provided by APO, the authentication process will be activated. Firstly, Identity Module will insert Bob’s identity information into SOAP head; then the gateway will capture the message and find the corresponding user of Bob in the mapping table. If succeed, the new user id certified by APO will be inserted into SOAP head to invoke the services exposed by APO. The return process is the same.

5.5 Service coordination

Service coordination is often used to support a number of applications, including those that need to reach consistent agreement on the outcome of distributed transactions.

In order to ensure the interoperability between SBM service and APO service, this paper proposes a Message Notification based service coordination technology, which is driven by business rules. We design and implement a tool named Message Engine in dependence on Apache Kandula2 [9] project, which provides an open-source implementation of WS-Coordination, WS-Atomic Transaction and WS-Business Activity.

Message Engine not only enables an application service to create a context needed to propagate an activity to other services but also enables the coordination of transactions among web services.

As shown in Figure 9, with the help of the Message Engine, the whole process of service coordination based on Message Notification is carried out by the following steps:

1) Configuring the Message Q of SBM service and APO service;
2) Registering the Message Q of SBM to Message Engine;
3) Users log in SBM service and then activate a business process;
4) Web services involved in the process are invoked and Message Q of APO is registered to Message Engine;
5) Message Q in APO invokes the completed () function automatically after the execution;
6) Message Engine invokes the complete () function of SBM to notify the end of the process;
7) On receiving the notification, the whole process ends;
8) Notifying APO the whole process ends.

With the help of these technologies, interoperability between SBM and APO can be established to fulfill the
requirement of making them work together to enhance the efficiency of supply chain management.

6. Application of the ISU platform

The ISU platform was named SDMSP in real world. At present, there are more than 600 enterprises users in SDMSP platform. They are using the ISUs provided by our platform to establish interoperability with their partners and enhance efficiency of their business activities. More importantly, the SDMSP platform facilitates SMEs’ participation to collaborative supply chain management processes.

7. Conclusion and future work

This paper proposed a methodology that provides a guide on how to establish interoperability between enterprises through a federated approach. Under the guide of this methodology, the paper designed and realized an ISU platform to enhance the interoperability and efficiency of the supply chain management in automobile industry.

The paper introduced the architecture of ISU platform and the application of SBM service and APO service. Moreover, the paper proposed an interactive framework to establish the interoperability between SBM service and APO service.

However, there are only several interoperability service utilities in the platform and not enough to support the whole process of supply chain management. In the future, we will design and develop more ISUs for automobile industry. What’s more, there are many grand challenges in the research of enterprise interoperability, such as “Future Internet and Enterprise Systems”, “Knowledge-Oriented Collaboration and Semantic Interoperability” etc. We will focus on these key issues.
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Abstract

Service-Oriented Architecture (SOA) claims to facilitate the construction of flexible and loosely coupled business applications, and therefore is seen as an enabling factor for enterprise interoperability. The concept of service, which is central to SOA, is very convenient to address the matching of needs and capabilities in enterprise collaborations. In order to satisfy more demanding needs or to rapidly adapt to changing needs it is possible to perform service composition in order to combine the capabilities provided through several available services. This paper presents a survey on recent approaches for service composition. To perform this study a conceptual framework for service composition is proposed. This framework allows studying how different approaches deal with the service composition life-cycle and provides basic guidelines for their analysis, evaluation and comparison. The proposed framework is used to analyse five representative service composition approaches.

1. Introduction

One promising benefit of Service-Oriented Architecture (SOA) is to facilitate the construction of flexible and loosely coupled business applications. SOA-based businesses applications can span several networked enterprises, with services that encapsulate and externalize various corporate applications and data collections. Service composition is an essential ingredient of SOA, as it is concerned with aggregating interoperable services such that the goals of (enterprises in) a collaboration endeavour can be satisfied. Many individual service composition approaches and solutions have been proposed and developed in recent years. However, more effort has to be spent on their evaluation and comparison. In this paper we investigate recent approaches and technologies to support service composition.

Traditionally, research surveys on service composition tend to either focus on one particular emerging technology (such as workflow-based, AI planning-based, ontology-based, etc) [1, 2, 3, 4] or be domain-specific [5, 6]. In this paper, we adopt a different approach to this classification and organize our study around the concept of service composition life-cycle. We define the different phases of the service composition life-cycle, and based on this we create a comparison framework. The proposed framework establishes a set of evaluation criteria that provides basic guidelines for analysis, evaluation and comparison. We argue that our framework enables a more comprehensive understanding of existing service composition approaches, and allows us to recognize opportunities for combining approaches and identifying open issues and research challenges.

The remaining of this paper is structured as follows: Section 2 discusses enterprise interoperability issues related to service composition. Section 3 describes the service composition life-cycle. Section 4 introduces our comparison framework. Section 5 describes five different service composition approaches. Section 6 compares the studied approaches. Finally, Section 7 presents our conclusions and defines some future research directions.

2. Enterprise Interoperability and Service Composition
Enterprise interoperability denotes the ability of organizational entities (businesses, government, companies and parts thereof), hereafter called *enterprises*, to interoperate in order to achieve certain business goals [7]. Since enterprises are subject to constant internal changes and must continuously react to ongoing or imminent changes in markets and trading partners, interoperability solutions cannot be static. In addition, since enterprises increasingly use ICT to support their business activities, interoperability solutions cannot be restricted to the organizational level alone. Therefore, in order to develop practical solutions for modern enterprises, interoperability should be addressed both from organizational and technical points of view, and flexibility (next to other "ilities") should be a major concern.

The following aspects of interoperability have been distinguished [8]: (i) businesses; (ii) processes; (iii) services; and (iv) data interoperability. Businesses and processes interoperability are considered mainly at the organizational level, whereas services and data interoperability require focus on (information) technology issues. The term service can be used to denote a business function as well as a function of a computer-based application. In the context of this paper, we limit ourselves to the latter denotation, however, being aware that a comprehensive treatment of enterprise interoperability would require consideration of both denotations within a single framework.

It has now been widely recognized that SOA can bring significant benefits for enterprise interoperability [9]. A perceived value of SOA is that the concept of service, which is central to SOA, allows one to address the matching of needs and capabilities in enterprise collaborations at the proper level of abstraction. SOA is based on the assumption that enterprise systems may be under the control of different ownership domains. Therefore, the focus is on services that these systems can provide (capabilities) or that these systems want to use (needs), and ownership issues are not visible except for restrictions imposed on the use of these services. Services are self-contained units of functionality, which are described, published and discovered [10]. These properties form the basis for fulfilling the desirable flexibility mentioned above: service providers can make themselves and their services instantly known. Moreover, user needs can also be matched to a combination of multiple provider capabilities, corresponding to multiple services, through a mechanism where discovered services are composed with the aim of fully satisfying the user needs.

This brings us to the focus of this paper, namely *service composition*. We perform a survey of different service composition approaches, analysing them according to the phases of the service composition life-cycle.

### 3. Composite Service Life-cycle

A composite service consists of a composition of existing services to achieve some functionality that typically is not provided by a single available service. The composite service life-cycle provides an integrated view of the phases and artefacts produced for service development and execution. The phases cover design-time and runtime aspects of the composite service life-cycle and allow services to be created, operated and maintained. The life-cycle phases may vary according to the granularity chosen for the description of the different activities involved in the service composition process. Figure 1 shows the life-cycle we propose for the development and execution of composite services.

![Figure 1. Composite service life-cycle](image)

We have aimed at specifying the common phases and artefacts of a service composition process in a single and comprehensive model. The circles in Figure 1 represent phases of the composite service life-cycle, and the round rectangles represent the artefacts produced in each phase.

**Requirements analysis.** The first phase of the life-cycle identifies and prioritizes business and customers requirements. In this phase the scope is set, resources are planned, and the business context in which the new services will operate is determined. Possible needs for new services are identified based on an analysis of
business and customers requirements. The artefact produced in the requirements analysis phase is a software requirements document, which typically details the system’s functional and non-functional requirements in a structured form.

**Design and specification.** In this phase, the composite service is designed to fulfill the business and customers requirements identified in the previous phase. In this phase the services needed to realize the requested service composition are selected and a process model specifying how the services are coordinated is built and validated. This involves the following sub-phases:

- **Service selection:** performs the selection and ranking of suitable services to fulfill the composition requirements. The output of the selection and ranking algorithm is the list of services that fulfill all functional and quality requirements of the user, ordered by some criteria.
- **Process model creation:** relates to the creation of a service composition. We should be able to determine what component services are executed and by whom, at what moment in time, what are the components dependencies and what are the expected results. The process model can be specified in terms of a single party view or a multi-party view. The first is usually defined as a service orchestration, while the second is defined as a service choreography. The resulting artefact is a specification of how to coordinate the discovered and selected services to meet the user needs. This specification can be produced at design-time or runtime, using manual, semi-automated or automated composition methods.
- **Process model validation:** services may have the same or similar functionality. Therefore, it is possible that more than one composite service is generated to fulfill the service requirements. In this case, the composite services should be evaluated and ranked on their overall utility. This evaluation is usually performed based on the composite service functional and non-functional properties. The most commonly used evaluation method is by using utility functions that rank the created composite services according to weights specified by the service requester for each non-functional property. The validation of the composite service correctness is another aspect of the service composition. It consists of verifying if the requested requirements are achieved by the composite service, if there are no deadlocks, etc.

**Realization.** This phase focuses on the service technical implementation details. In this phase the service identified and designed in the previous phase is built and tested. The service implementation can be coded in different computer languages and the source code can be obtained through actual programming, wrapping existing legacy applications or by model-to-code transformations. The materialization of a service is completed when some executable (code) specification is produced as artefact.

**Deployment.** The service deployment phase addresses the problem of installing, configuring and managing services and service instances in the service execution environment.

**Publishing.** In this phase the service description information is published. Usually this information is specified in a service description document. The published information allows one to advertise the service, and so that the service can be discovered by potential consumers. The service description document describes what the service does, where it can be found, and how it can be invoked.

**Discovery.** The discovery phase concerns the service consumers’ ability to find (either at design-time or at runtime) the service descriptions published in service registries in the Publishing phase. Once the services are published in the registry, users can search and find the services that meet their requirements.

**Service binding.** A service may have different implementations, and each implementation may have multiple deployments in different service end-points. The service binding phase focuses on how service endpoints are discovered and instantiated. The binding phase may be performed either at design-time or at runtime, and can be static or dynamic. Static service bindings are defined at design-time and define a tightly coupled interaction between service user and service provider. Dynamic service bindings allow a dynamic binding of service user and service provider’s service at runtime, given a selection and discovery mechanism, usually defined at design-time.

**Execution.** The execution phase involves the invocation of all participating services, possibly hosted in different provider domains. The execution of a composite service must be consistent with the specified process model and for this, a coordination mechanism is required. During composite service execution, this coordination mechanism is responsible for invoking the participating services, receiving notifications of completion from each participating service, transferring and transforming (when required) the input/output parameters among the participating services, and evaluating pre-conditions that must be satisfied prior to the invocation of a participating service and post-processing actions that must be
performed after the execution of a participating service.

**Monitoring.** In this phase, the service provider constantly monitors the composite service execution, evaluating its performance and verifying if the agreed performance levels are met. The goal of the service monitoring phase is to rapidly respond to indications of service degradation or failure, and to ensure that the service level agreements are fulfilled. To achieve these objectives, in general, service monitoring requires a set of QoS metrics to be gathered and interpreted.

4. Comparison Framework

In this section, we present our framework for analysis and comparison of service composition approaches. The proposed framework is derived from our service life-cycle. We specially focus on the service discovery and composition phases, or *Process model creation*, but also include other phases, such as process model verification and service execution. For each considered life-cycle phase we developed a set of evaluation criteria. Based on the framework, one may evaluate different service composition approaches, having a common ground to compare them. The characterization of service composition approaches is generally based on literature review. Table 1 presents our framework:

<table>
<thead>
<tr>
<th>Life-cycle Phase</th>
<th>Evaluation Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service Discovery</td>
<td>Service description</td>
</tr>
<tr>
<td></td>
<td>Service matching and selection</td>
</tr>
<tr>
<td>Process model creation</td>
<td>Behaviour specification</td>
</tr>
<tr>
<td></td>
<td>Information specification</td>
</tr>
<tr>
<td></td>
<td>Level of automation</td>
</tr>
<tr>
<td></td>
<td>Composition time</td>
</tr>
<tr>
<td></td>
<td>Coordination distribution</td>
</tr>
<tr>
<td>Process model verification</td>
<td>Composition correctness</td>
</tr>
<tr>
<td>Execution</td>
<td>Service binding</td>
</tr>
</tbody>
</table>

In the following, we present in more detail each of the considered evaluation criterion of our framework:

**Service description:** aims at evaluating how a service is described. Different aspects can be considered, but we may reduce them to two groups: functional and non-functional aspects. The service functional description focus on the functionality supported by the service, which is usually expressed in terms of inputs, outputs, preconditions and effects (IOPEs). The non-functional service description aspects describe other properties the service such as: performance, availability, cost, etc.

**Service matching and selection:** refers to the task of discovering and selecting services that can be used in the composition. Services are discovered based on a set of requirements specified in a service request. The discovery and matching may be based on different information, such as service goals, or IOPEs. At the end of the service discovery process a list of services are retrieved. This set can be further filtered based on selection criteria. Different approaches may be taken to perform service selection. For example, non-functional properties, such as service cost, may be used to rank candidate services.

**Behaviour specification:** deals with the design of composite service behaviour. Here we focus on describing the languages and formalisms used by approaches for modelling the behaviour of a service composition (combined behaviour of the component services) and for defining constraints between the service operations that determine allowed invocation orders.

**Information specification:** since services handle data in the form of input and output parameters, it is necessary to model the data (types) that a service can handle, the data flow of the composite service and possible data transformation between the component services of a composite service.

**Level of automation:** given a set of available services and a user service request description, the problem of service composition synthesis is concerned with the creation of a new composite service, thus producing a specification of how to coordinate the available services to realize the client request. Such a specification can be obtained either automatically, i.e., using a tool that implements a composition algorithm, semi-automatically, i.e., in case the user makes choices during the composition phase aided by an interactive tool, or manually by the user. Depending on the intended purpose of a given approach, different (and specific) requirements may arise and be imposed.

**Composition time:** refers to the moment at which the approaches perform the service composition synthesis. Two distinct moments may exist, namely design-time and runtime. However, an initial composition plan can be defined at design-time, which can be adapted dynamically at runtime.

**Coordination distribution:** the coordination of a composite service requires that the service is completely specified, in terms of both the specification of how various services are linked, and the internal process model of the composite Two main kinds of coordination have been identified in [11]:
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• **Centralised**: centralised coordination is based on a hub-and-spoke topology, in which one service is given the role of process mediator/delegator, and all the interactions pass through such a service. This mechanism is usually defined as orchestration.

• **Peer-to-peer**: in decentralized coordination, there are multiple coordination entities, placed at distributed locations, each executing a composite service specification (which is a portion of the original composite service specification). The coordination entities communicate directly with each other rather than through a central coordinator, in order to transfer data and control when necessary in an asynchronous way. This mechanism is usually defined as choreography.

**Composition correctness**: refers to the capability of checking the correctness and reliability of the composite service with respect to the service requirements. Composition correctness requires verification of the composed service's properties, such as reachability, liveness or safety.

**Service binding**: in order to enhance the flexibility of a composition, services are usually not hard-coded into the composition model but bound into it at different times (i.e., runtime and design time). During execution, a composition engine has to target messages to specific services, which are defined in the composition schema. The service selection model deals with static and dynamic binding, i.e., how a service is selected and bound statically at design-time or dynamically at runtime. Alonso et al. [12] describe four different service binding models:

• Static binding: service endpoint URL is hard-coded;
• Dynamic binding by reference: service URL is computed and stored into a variable;
• Dynamic binding by lookup: before each service invocation a query is sent to a registry to locate a suitable implementation;
• Dynamic operation selection: no assumptions are made about the signature of the arbitrary service to be invoked.

### 5. Service Composition Approaches

Recently, several techniques and methodologies for modelling and specifying different aspects of service composition have been proposed. In this section, we discuss some representative approaches with respect to the evaluation criteria defined in our framework, in order to compare them.

#### 5.1. METEOR-S

The METEOR (Managing End-To-End OpeRations) project at the Large Scale Distributed Information Systems (LSDIS) Lab at the University of Georgia focused on workflow management techniques for large-scale transactional workflows. Its follow-up project, which incorporates workflow management for semantic web services, is called METEOR-S (METEOR for Semantic web services) [13]. A key feature in this project is the usage of semantics for the complete life-cycle of semantic web services. Its annotation framework is an approach to add semantics to current industry standards such as WSDL. Finding an appropriate service for the composition is realized by a discovery engine that queries an enhanced UDDI registry.

**Service description.** The service descriptions are semantically augmented, which resulted on the SAWSDL (Semantic Annotations for WSDL) language. SAWSDL is based on WSDL-S, which was a joint specification developed by IBM and LSDIS Lab for adding semantic annotation to WSDL. SAWSDL is a simple extension of WSDL using the extensibility elements. It provides a mechanism to annotate the capabilities and requirements of web services (described using WSDL) with semantic concepts defined in an external domain model (e.g., ontology). Externalizing the domain models allows SAWSDL to take an agnostic view towards semantic representation languages. This allows developers to build domain models in their preferred language or reuse existing domain models. It has two basic types of annotations: the model reference and the schema mapping. Additionally, the METEOR-S framework extends the SAWSDL annotations with preconditions and effects, used to describe the conditions that must be met before an operation can be invoked and the result that the invocation of the operation will have.

The approach uses QoS ontologies to represent the semantics of service non-functional properties and has described generic QoS metrics based on four dimensions: time, cost, reliability, and fidelity. Each metric specification consists of a quadruple. \( \text{QoS}(s,o) = \langle \text{name}, \text{comparisonOp}, \text{val}, \text{unit} \rangle \), where ‘name’ is the parameter name, ‘comparisonOp’ is a comparison operator, ‘val’ is a numerical value, and ‘unit’ is the metric unit. The approach also presents a mathematical model that formally describes the formulae to compute QoS metrics among workflow tasks and an algorithm to automatically compute the overall QoS of a workflow.

**Service matching and selection.** METEOR-S has developed a three-phase algorithm for service selection that requires the users to enter service requirements as
templates constructed using ontological concepts. In the first phase, the algorithm matches services (operations in different WSDL files) based on the functionality they provide. In the second phase, the result set from the first phase is ranked based on semantic similarity between the input and output concepts of the selected operations and the input and output concepts of the template, respectively. The optional third phase involves ranking based on the semantic similarity between the precondition and effect concepts of the selected operations and preconditions and effect concepts of the template. The semantic matching on the semantic template of the activity is done against the operations, inputs, outputs, preconditions and effects of the services available. The ranking on semantic matching is based on the weights assigned by the process creator to the individual semantic parts of the activity, namely operations, inputs, outputs, preconditions and effects. The assigned weights are normalized before calculation.

**Information specification.** The information specification is based on manual specification of the data semantics. The model reference annotation is used to specify the association between a WSDL element and a concept in some semantic model (ontology). The schema mapping annotations are used by the METEOR-S framework to deal with further mismatches in the structure of the inputs and outputs of the web services, particularly transforming one data representation into another, such that it can be used in another web service. Mappings are created between the web service message element and the ontology concept with which the message element is semantically associated. In addition to a mapping from the web service message element to the ontology concept, also called the \( \text{liftingSchemaMapping} \), an additional mapping from the ontology concept to the message element, called the \( \text{loweringSchemaMapping} \), is specified. Once the mappings are defined, two web services can interoperate by reusing these mappings and the ontologies now become a vehicle through which web services resolve their message level heterogeneity.

**Behaviour specification.** METEOR-S specifies the process model describing the behaviour of services by capturing semantics of the activities in the process template during the design phase. The activities are not bound to web service implementations, but defined using semantic descriptions. Such templates are independent of the service description and process definition standards. The process template is a collection of activities, which can be linked using control flow constructs. The process templates in METEOR-S have a BPEL-like syntax. For representing control flow, the template uses the BPEL constructs. The template has also some additional constructs, like invoke activity, criteria, semantic-spec, discovery-spec, etc. which are prescribed in the BPEL specification, i.e., they are METEOR-S specific constructs independent of any process specification standard that can be used to generate executable processes.

**Level of automation.** The development module provides a GUI-based tool for creating semantic web services using SAWSDL. The tool provides support for semi-automatic and manual annotation of existing web services or source code with concepts from domain ontologies.

**Composition time.** METEOR-S offers support for two types of service composition, namely Static Composition (services to be composed are decided at design-time, static binding) and Dynamic Composition (services to be composed are decided at runtime, dynamic binding).

**Coordination distribution.** The coordination of the composite service is based on a BPEL-like centralised process engine, or an orchestration.

**Composition correctness.** The constraint analysis and optimization sub-modules deal with correctness and optimization of the process based on quality of service constraints. There is also support for state machine based verification of BPEL process.

**Service binding.** The current prototype supports three kinds of service binding: static binding, deployment-time binding and dynamic binding. In static binding, a set of services is permanently bound to the composition. Deployment-time and runtime binding are achieved by using a proxy-based approach to bind a set of services that realise the service composition. In deployment-time binding, configuration is performed before the process starts executing. In runtime binding, configuration is performed after the process starts executing. Both deployment-time and runtime binding support reconfiguration. The configuration module has the ability to change the service bound to the proxies by simply changing a field in a shared data structure. This data structure is synchronised and accessed by each proxy before each service invocation. During reconfiguration, the process manager locks the data structure, thus making all proxies wait while the process is being reconfigured.

### 5.2. SODIUM

SODIUM (Service-Oriented Development In a Unified fraMework) was an international project, involving research, technological and industrial partners, dedicated to tackling interoperability
challenges that companies face at the data, services and business levels [14]. The project has developed a Generic Service Model, containing the common concepts of heterogeneous services from multiple points of view. The special characteristics of individual service technologies (such as Web services, Grid services or P2P services) are then dealt with as extensions to the core.

The SODIUM methodology adopts a model-driven and iterative approach for service composition and evolves in four phases: the user starts by defining the details of the complex task at a high abstraction level (phase 1); the user uses this abstract description to generate queries used for service discovery (phase 2); the discovered services are used to populate each of the abstract process tasks, hence transforming it to a concrete process description, and both the abstract and concrete descriptions are stored in the service composition (phase 3); and the concrete process description is transformed into executable descriptions and publishable documents about the composite service which has been built (phase 4).

**Service description.** The service is represented in a UML model, according to an UML profile that can be used to model semantic aspects of web services. Activities are stereotyped in order to represent web service operations. Parameters of this activity element represent its inputs and outputs. A web service activity has a set of tagged values. The web service provider is defined by the tagged value `provider`. The URL to the WSDL file is registered in the tagged value `wsdl`. The exact service operation to invoke is given by the three tagged values `service`, `portType` and `operation`. To represent a `p2p` service operation, activities are stereotyped as `P2PServiceOperation`. The five tagged values type defined for a peer-to-peer service operation are `PSDL`, `Operation`, `Service` and `Pipe`. To represent a grid service operation, activities are stereotyped as a `GridServiceOperation`. The six tagged values type defined for a grid service operation are `gwsdl`, `ServiceLocation`, `Service`, `Operation`, `PortType` and `ResourceInstance`. The service may optionally have semantic references for the data types used and QoS offered, which are described depending on what kind of information we can retrieve about the service.

The approach makes use of OMG’s QoS profile to represent collections of QoS properties with precise semantic meaning in the UML service model. Each QoS property contains a set of QoS dimensions with a name, its allowed value domain, an ordering function (whether higher or lower values are considered better) and its relationship to other QoS properties. The ordering direction of a property is defined as either increasing or decreasing, where increasing means that higher values are preferred. All the QoS properties to be used elsewhere shall be defined as a QoS property either within the model itself or as in imported model. Since SODIUM adopts the OMG profile, it already has generic capabilities to define QoS ontologies. In this sense, SODIUM does not suggest any specific QoS dimensions as part of the language, but is capable of defining any needed QoS dimension.

**Service matching and selection.** The Behavioural Service Discovery Framework (BSDF) presented a novel approach in service discovery, which enables modelling queries with behavioural constraints in a visual manner. It comprises three main components: (i) a visual query modeller that models behavioural service queries by means of UML behavioural diagrams; (ii) a translator that transforms the raw XMI output of the modeller to a generic XML-based query language, namely USQL; and (iii) a query engine capable of processing and executing USQL queries in various types of target registries, repositories, networks, etc.

The framework is able to match the query against various types of service choreography advertisements, independently of their format and protocols. The basic idea of the USQL engine lies in the logical grouping of heterogeneous registries, depending on the domain their advertised services belong to. Having the registries organized in this way, the engine sets the service requestor one step closer to his/her specific requirements and narrows the range of the returning results, making them more relevant to the initial request.

**Information specification.** Data objects are used to represent the data content that is created in the composition and that may be passed along to different activities. A data object has a specific `ObjectType` (optional) and may also represent the input and output parameters of the whole composition.

If the outputs of one service do not perfectly match the required input of the next service, there is a need to introduce intermediate data transformation steps between the services. This requires manual adjustments by the developer when specifying transformation nodes for defining data transformations as expressions in `QVT` (Queries/Views/Transformations). The transformation node is used for one-to-many, many-to-one and many-to-many data transformations. In a many-to-one transformation, the information from many source data objects is used to produce the content of a single target data object.

**Behaviour specification.** The Visual Service Composition Language (VSCL) is a graphical composition language for defining service
compositions containing heterogeneous (web, grid, p2p) services. The main concepts of the languages are the tasks and the flow of data and control between tasks. The task-graph node consists of a task part and an entire sub-graph. Thus, the language has a construct that can be repeated at arbitrary levels to create a recursive decomposition structure. A task may be executed by different kinds of services, namely P2P, Web or Grid services. A service composition consists of Nodes and Flows/Edges. The Nodes are TaskNodes, which represent the invocation of a remote service, ControlNodes, which represent specific crossings for control flow, ObjectNodes, which are used for data transfer between the tasks, EventNodes, which represent an expression node that passes control through its outgoing arcs upon the occurrence of a predetermined event or TransformationNodes, which are used for defining data transformations. Two different kinds of Flow are used to specify flow of control and data between nodes. A Flow indicates a directed flow of either flow of control (ControlFlow or EventFlow) or flow of data objects (ObjectFlow). A Flow has one source node and one target node.

**Level of automation.** The aim of the SODIUM approach is semi-automated tool support for service composition. In order to do so, the approach has automated large parts of the steps needed in the process of developing composite services. Many of the proposed steps for automation are model-driven transformations that transform between models and lexical descriptions about the services, both forward and reverse engineering.

**Composition time.** Though runtime service selection is discussed, the primary focus has been design-time service discovery and composition.

**Coordination distribution.** The coordination distribution runs on a central execution engine. This component deals with the execution of compositions by invoking services and orchestrating the control and data flow across the different steps of the composition.

**Composition correctness.** The analyser is a component used for validating a composition against a set of rules. This allows one to check the model for syntactical errors. A dialog box allows the user to select which rules to validate, to execute and present the analysis result. Rules can be defined for each of the main classes in the model. Some constraints should be checked during editing, while others should be checked before the generation of lexical executable representation of the composition. However, no formal proof of correctness is given.

**Service binding.** SODIUM refines the concept of binding beyond the basic distinction of static and dynamic binding. Service binding can be defined at the design, the compilation, the deployment, the beginning of the execution of a composition, or just before the actual service invocation takes place.

### 5.3. MoSCoE

MoSCoE (Modeling Web Service Composition and Execution) [15] is a project coordinated by Iowa State University. MoSCoE aims at the creation of a framework for modelling service composition and execution. The composition process in MoSCoE is divided in three-steps: abstraction, composition and refinement. Abstraction is provided to the framework users, allowing them to request a service using a high-level specification. The service providers advertise their services using common standard service description languages, namely OWL-S and WSDL descriptions. Given a service request, the framework’s composition engine creates a suitable composition, from the existing services, if possible; otherwise it starts the refinement phase, guiding the user through a service request refinement procedure to create a service composition. The refinement process is iterative, stopping when a suitable service composition is found, or when the user decides to end the composition process. If a service composition is obtained, it is translated into a concrete BPEL workflow, which can be executed. The service composition defines rules for non-functional properties. At the execution time these rules are monitored, and in case of some specified event takes place, the appropriate actions are taken. Furthermore, while executing the service composition, various data and control flow transformations are carried out by referring to the pre-defined ontologies used in the service descriptions, and to specified inter-ontology mappings.

**Service description.** Existing services are represented in OWL-S and WSDL specifications. OWL-S is used to semantically describe existing services, and specifying functional and non-functional aspects of the services, mainly for discovery. The MoSCoE project claims that other languages for service description can be supported. In fact, the framework translates all the service request and service descriptions to State Machine representations. This means that the service composition process is independent of the service description languages.

**Service matching and selection.** MoSCoE performs service discovery based on semantic descriptions. It assumes that existing services are semantically described in OWL-S. Services are discovered based on the specified user request functional aspects, the so called IOPEs (Inputs, Outputs, Preconditions and Effects). The service request is specified in a visual
form, using a UML State Machines representation of the desired service. This information is interpreted to perform service discovery. The discovered services are organised in terms of degree of semantic match, which can be Exact, Plug-in, Subsumption, Intersection or Disjoint. The degree of match is computed through semantic reasoning on the requested properties and the existing services' semantic descriptions. Services that have intersection and disjoint matches are not considered as valid matches.

From the set of valid matches, a selection based on non-functional properties is performed. Non-functional properties are also described in an ontology. MoSCoE defines a quality vector which allows the user to specify which non-functional properties are of interest. Based on the quality vector, a quality matrix can be constructed, where lines represent the quality vector and columns the candidate services values for the considered non-functional properties. Furthermore, it is possible to define weight values for the different considered non-functional properties, which allows computing an additive value function, and consequently selecting the best suited service.

**Information specification.** MoSCoE allows one to semantically describe services, in terms of both functional and non-functional properties. However, the necessary supporting ontologies may be defined by different parties. This may cause problems of semantic interoperability of the services used in a composition.

**Behaviour specification.** In MoSCoE, service requests are specified using a UML State Machine representation. The discovered services are also translated to a State Machine representation. However, the MoSCoE service composition is described using a Transition System representation, more specifically, a Symbolic Transition System (STS). Therefore, transformations have to be performed on the service request and candidate services, to obtain Symbolic Transition Systems from state machine representations.

Once the candidate services are translated to STS, they are combined to reach the service goal specified by the user. This composition is obtained automatically, consisting on sequential and/or parallel compositions of STS service representations to meet the service goal specified by the user. If a composition is possible, the framework proceeds with the translation of the resulting STS representation to executable code, namely BPEL executable code. In case no composition is possible, the Refinement phase is triggered.

The Refinement phase consists of performing a new iteration with the user, asking for a service request refinement (using the UML State Machine representation). At the moment a refinement request is issued, concrete information about the problems/issues encountered during the service composition creation is provided. Given this, the user is guided on the refinement process, being asked to give more detailed information on concrete problems found on the service composition. After delivering the more detailed information, the UML State Machine is interpreted again, a new service discovery is performed, and a new set of services is retrieved. The service request and the set of discovered services are translated to State Machines and to STSs. Based on the STSs, the framework performs a new attempt to create a service composition that matches the refined user service request. If this is possible, the framework stops the service composition process, generating the executable code; otherwise it asks the user for a new refinement. This cycle may happen indefinitely if no service composition is constructed, unless the user decides to stop the process.

**Level of automation.** The MoSCoE approach to service composition can be classified as semi-automatic. The process of composing the existing services is automatic, but the user is asked for refinements in case a service composition matching the user initial service request cannot be found. Furthermore, the user is expected to specify a UML State Machine representing the service request. This process may be extremely complex for non-technical users.

**Composition time.** MoSCoE is mainly targeted to design-time service composition. The runtime service composition is not emphasized in the framework documentation.

**Coordination topology.** MoSCoE creates a service composition strategy, or orchestration, which defines the behaviour of a mediator, consisting of a plan that allows the management of interactions with the different service composition components.

**Composition correctness.** MoSCoE uses Symbolic Transition Systems (STS) to represent services and service compositions. By using this formal representation, the framework has mechanisms to formally verify the created service compositions. MoSCoE checks soundness and completeness of the composition against the provided set of restrictions on the service composition. The service composition is also checked at the moment a new refinement is issued. This checking is used to provide specific information concerning the problems found at the composition time to meet the specified service user goals.

**Addressing and binding.** MoSCoE defines static service bindings at design-time. However, constraints and rules are also defined for non-functional properties.
of the service composition. These properties are monitored at runtime. If some specified event takes place, the engine stops the service composition execution and an alternative service composition is selected, if available.

5.4. SeCSE

SeCSE (Service-Centric Systems Engineering) [16] was a European project from the 6th Framework Programme for Research and Development. The SeCSE project focused on the creation of new methods, tools and techniques for requirements analysis, system integrators and service providers to support cost-effective development and use of dependable services and service-centric applications.

The four main research areas of the project were Service engineering; Service discovery; Service-centric systems engineering; and Service delivery. To address these areas, SeCSE has defined a methodology consisting of the following phases: i) Business requirements definition and service discovery; ii) Composition creation; iii) Instrumentation and monitoring rule definition; iv) Service regression testing; v) Deployment of service composition; vi) Service-centric system description; vii) Service-centric system publication.

**Service description.** Faceted Service Specification [17] is used to perform service description. The proposed Facet Specification structure includes a stable element and variable elements. The principal stable element is that the XML file structure used to represent a Service Specification and associated Facets will not change, since these are independent of Facet types. Instances of any new Facet type can be listed in a Service Specification provided a type name has been defined and made public. Any new Facet Specification language can be used simply by embedding specifications written in the language within a Facet Specification file. The variable elements that the SeCSE runtime architecture needs to accommodate are: i) new Facet types, as service consumers’ requirements evolve; ii) service specification languages, since new service specification languages are emerging and existing ones are still evolving. However, service consumers wishing to evaluate a service specification need to be able to establish whether their tool (if any) is capable of interpreting the specification. Hence, an indicator of the language used is needed, but the mechanism used to interpret it needs to accommodate potentially arbitrary choices of language and their versions.

**Service matching and selection.** The service discovery phase is performed based on a user (or Service Integrator as used in SeCSE) service request. A service request is defined using UML Use Case specifications. Additionally the service request specifies also functional requirements, using VOLERE. Use cases and requirements are expressed in structured natural language, using a SeCSE tool called UCaRE.

Once the use cases and requirements are specified, they can be used to construct a service request in UCaRE, allowing the user to select the information to be used in the service discovery query. The service request query is then passed to EDDiE, the SeSCE service discovery engine. After some manipulation on the natural language service request query, a two steps matching is performed: i) XQuery text-searching functions to discover an initial set of services descriptions that satisfy global search constraints; ii) traditional vector-space model information retrieval, enhanced with WordNet to further refine and assess the quality of candidate services set. The resulting matches are then presented to the user.

**Information specification.** SeCSE uses Faceted Service Specification to deal with information specification, and service description.

**Behaviour specification.** The process model specification is based on the activities identified in the requirements analysis phase. The user identifies the different required activities, and based on the set of discovered services he realises how the service composition can be made. This is done through a workflow definition. Given this workflow, the user proceeds with the actual service composition, using the Composition Designer (CD) tool provided by the SeSCE project. CD allows manipulating the WSDL descriptions of the discovered services and creating the necessary BPEL service description. From the resulting data, CD can generate a UML model that is recognized by the SeSCE Architecture-time Service Discovery (ASD) tool, which allows the publication and discovery of the composed service.

The CD tool also allows the user to further enrich the service composition description with binding and monitoring rules. These rules enable runtime dynamic adaptation of the service composition in case specific events take place. The definitions of the rules consist of Event-Condition-Action (ECA) expressions.

**Level of automation.** The service composition process can be considered as semi-automatic. The definition of the service composition is obtained based on a workflow specified by the user of the system. However, the user is supported in this task by the high level specification of the requirements provided in the requirements analysis phase. Furthermore, the actual service composition, or instantiation of the defined workflow, is performed based on the list of services
discovered automatically from the user’s service request. The user also specifies binding rules, which allow a dynamic adaptation of the service composition according the defined constraints.

**Composition time.** The composition process proposed by SeSCE can be considered as hybrid. The service composition is specified at design-time, as the dynamic binding rules. However, dynamic adaptations of the service composition take place at runtime, in case some pre-defined event takes place, such as the unavailability of a given service.

**Coordination topology.** The coordination topology consists on a centralised topology or orchestration, where a single party manages the service composition execution, monitoring and reconfiguration.

**Composition correctness.** SeCSE focuses mainly on QoS requirements verification, to perform runtime adaptation of the service composition. A technique based on a genetic algorithm is used for this purpose.

**Addressing and binding.** Binding is defined at design-time. However, the SeCSE approach also defines binding rules at design-time, which allow one to specify ECA rules to be interpreted at runtime and guide possible dynamic binding changes at runtime, as some events are observed, leading to reconfiguration actions on the service composition.

### 5.5. WSMF

The Web Service Modelling Framework (WSMF) [18] is a framework for describing the various aspects related to web services composition. The framework provides a Web Services Execution Environment (WSMX), which is a reference implementation of the Web Services Modelling Ontology (WSMO) and operates using the Web Services Modelling Language (WSML).

The WSMF conceptual model incorporates four core elements that are essential to represent semantic web services and related issues, namely ontologies, which provide the common terminology used by other WSMO elements, services, which are requested, provided, and agreed upon by requesters and providers, goals, which provide means to characterize user requests in terms of functional and non-functional requirements, and mediators, which deal with interoperability problems between different WSMO elements. In addition to these core elements, WSMO introduces a set of core non-functional properties that are globally defined and may be used by all its modelling elements.

**Service description.** In WSMO, requestors of a service express their objectives as goals, which are high level descriptions of concrete tasks. A WSMO goal description consists of a requested capability and requested interfaces. The former specifies the objective to be achieved in terms of a capability from the user perspective, while the latter specifies the communication behaviour for automated web service usage supported and required by the client. Analogously, a WSMO service description consists of a capability, which is a functional description of a web service describing constraints on the input and output of a service through the notions of preconditions, assumptions, post-conditions, and effects, and choreography interfaces that specify how the service behaves in order to achieve its functionality, i.e., the interaction behaviour supported by a service.

**Service matching and selection.** In the context of WSMF, service discovery is based on matching abstract request goal descriptions with semantic annotations of services. Hence, in order to precisely express user goals with respect to discovery, WSMO goals carry an additional non-functional property typeOfMatch, which denotes the matchmaking notion to be applied. The simplest approach uses an algorithm that matches keywords from the goal description with keywords from the service descriptions. For the lightweight semantic discovery, the capabilities of goals and candidate services are transformed into a variant of WSML and expressed as taxon concepts. Once this transformation has taken place, an appropriate reasoning engine is used to determine if there is an overlap in the set of concepts resulting from the transformation of the goal and service capabilities, respectively. The QoS-based discovery mechanism can be used to filter services from a large set of candidates or to order services that match a goal according to some specific QoS characteristic.

**Information specification.** In WSMF, ontologies are used to define a common agreed terminology, by providing concepts and relationships between these concepts. Only WSML is used as WSMX internal data representation. By reusing standard terminologies, different elements can be either linked directly or indirectly via predefined mapping and alignments, in order to achieve interoperability between services. The concept of mediation in WSMO has been introduced to handle heterogeneities that may exist between elements that should interoperate, by resolving data and behavioural mismatches. A WSMO mediator connects the WSMO elements in a loosely coupled manner, and provides mediation facilities for resolving mismatches that might arise in the process of connecting different elements defined by WSMO. More specifically, WSMO defines four types of mediators: OOMediators, which mediate heterogeneous ontologies, GGMediators, which connect Goals, WGMediators, which link web services to Goals, and WWWMediators,
which connect interoperating web services, resolving their mismatches.

**Behaviour specification.** The behaviour specification is based on Abstract State Machines (ASM), consisting of states and guarded transitions. A state is described by the WSMO ontology and the guarded transitions are used to express changes of states by means of transition rules. The domain ontology constitutes the underlying knowledge representation for the ASM, and transition rules specified in terms of logic formulas describe how state changes when a transition is executed. WSML defines a syntax and semantics for ontology descriptions and comprises different formalisms, most notably Description Logics and Logic Programming. The underlying formalisms are used to give a formal meaning to ontology descriptions in WSML, resulting in variants of the language that differ in logical expressiveness and in the underlying language paradigms.

**Level of automation.** The framework aims at an automated, goal-driven service composition that builds on pre- and post-conditions associated to service descriptions.

**Composition time.** During design-time, the design and implementation of adapters, creation of ontologies and service descriptions, rules for lifting/lowering, and mapping rules between ontologies are carried out. The runtime phase involves discovery, selection and execution of the appropriate services to accomplish a given goal.

**Coordination distribution.** Information interchange for consumption and cooperation of services happens in a peer-to-peer manner, without the need of a central coordination entity.

**Composition correctness.** Apparently there is no explicit support for correctness in this framework.

**Service binding.** WSMO defines a proxy infrastructure for dynamic service binding and invocation. For each invoked service, a proxy has to be declared. The proxy allows referencing a service without knowing at design-time which concrete service is bound to it. This reference may consist of a goal definition or of a name, pre-conditions, post-conditions, input ports, output ports as well as error ports. The binding process happens at runtime and is based on binding rules defined in the proxy. The binding can be fixed to exactly one service, be defined in a registry (e.g., UDDI) or depend on input data coming from an input port. The last case means that the requester has full control over which service to select at runtime, because he can specify the binding criteria through the input ports. The only condition is that the data required to execute the composite service can be provided by the service bound at runtime.

6. Discussion

Table 2 summarizes the profiles of the composition approaches described in the previous section, according to multiple evaluation criteria defined within our comparison framework. By contrasting their profiles, it may be concluded that each approach focus on a specific set of phases involved in a composite service lifecycle, while disregarding others.

**Table 2. Comparison of the approaches**

<table>
<thead>
<tr>
<th>Service description</th>
<th>Methodology</th>
<th>WASM</th>
<th>Model</th>
<th>QVT</th>
<th>WSMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic augmenting with SAWSDL</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
<tr>
<td>Three-phase matching algorithm based on semantic similarity</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
<tr>
<td>Behaviour specification</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
<tr>
<td>Information specification</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
<tr>
<td>Level of automation</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
<tr>
<td>Composition time</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
<tr>
<td>Coordination distribution</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
<tr>
<td>Composition correctness</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
<tr>
<td>Service binding</td>
<td>WASM</td>
<td>RDF</td>
<td>OWL-S</td>
<td>QVT</td>
<td>WSMF</td>
</tr>
</tbody>
</table>

When comparing the described approaches, it is possible to notice that services can be described in different ways. They are described according to different existing standards (e.g., WSDL, SAWSDL, OWL-S, WSML), and can be characterized by a set of input and output parameters, QoS parameters,
keywords, pre- and post-conditions, effects, etc. Nevertheless, it has been done, at varying levels of abstraction and each of these levels implies a different description of services, ranging from simple unstructured keywords to detailed characterizations of possible state transitions.

The service discovery phase is directly dependent on the way services are described. Consequently, the achievable accuracy of a result in the discovery phase may vary significantly from one approach to another, since different sorts and amounts of information are available during the discovery phase and since more or less structure and semantic are embedded in the service descriptions, which are used by the matching algorithms. There is, however, an inherent trade off between expressiveness of the service descriptions and computational performance.

The way in which behaviour is specified also varies across the compared approaches. The behaviour of a composite service can be described explicitly, using some language that directly specifies the composition flow control (allowed order of invocations). This principle is currently taken by SODIUM and SeCSE approaches and reflects its primary focus on design-time service composition. Alternatively, such behaviour can also be described indirectly, by specifying the conditions under which the involved services in a composition can be invoked, its inputs and outputs parameters and the effects of such invocations. METEOR-S and MoSCoE allow IOPEs (inputs, outputs, preconditions and effects) to be specified at the level of WSDL operations. It allows AI planning techniques to be used to fully or partially automate the service composition process. The planning algorithms can be executed at design-time or runtime to find a suitable ordering of the operations, based on the initial conditions and the goal of a particular client. However, planning algorithms usually have high computational complexity and require substantial resources. WSMO specifies the conditions and effects using abstract state machines, consisting of states and guarded transitions. A state is described within an ontology and the guarded transitions are used to express changes of states by means of transition rules. However, this implicit behaviour specification may be neither intuitive nor trivial to make sure that the expectations implied by the designed transition rules match the expected operation message exchange patterns in the context of a service composition.

Concerning information specification, there are several converging ideas focusing on schema mappings and data transformations to cope with heterogeneity issues that can exist between the formats of the data exchanged between services. Similar to various existing approaches, developers may specify mappings between each element of an input/output parameter of a service and concepts from different data schemes. Ontologies are used as the information model throughout both WSMO and MoSCoE. Because WSMO heavily emphasizes mediation, mediators are a first class component of the WSMO service model. An example of a WSMO mediator for resolving data mismatches is the ooMediator, which links two ontologies, resolving possible mismatch issues between them. In METEOR-S, the data mediator module uses the data semantics of the proxies and the services, to perform XSLT transformations data mediation between the on-the-wire XML data. With this approach, the grounding needs to link the inputs and outputs of the service with the appropriate XSLT transformations. Therefore, mapping and merging of schemas becomes a core question and some automatic support has to be developed to reduce the exhaustive work needed for manual creation and maintenance of these mappings.

Regarding the coordination distribution, more traditional approaches assume a centralized coordination, where a central entity coordinates the invocation of services involved in a composition. In the other hand, WSMF goes beyond this traditional form of central coordination, where a peer-to-peer interaction takes place among equal partners, in terms of their level of control over other entities.

7. Conclusions

In this paper, we have presented an analytical framework for analysis and comparison of service composition approaches. The framework was developed following the phases of the composite service life-cycle. Additionally a set of criteria was identified to evaluate each of the considered life-cycle phases.

We claim that service composition plays a major role in enterprise interoperability, and so here we present some state of the art on service composition approaches. According to our framework, an ideal approach would efficiently cover all of the requirements that we have identified across the key phases of the composite service life-cycle. However, for practical reasons, the compared approaches focus on specific phases of the life-cycle, while neglecting others. Not surprisingly, the described approaches widely differ in how they address the above mentioned requirements.

Based on our study we conclude that none of the service composition approaches we investigated covers...
all the life-cycle phases and is commonly accepted by the research community. For this reason, we believe there are opportunities to be exploited by combining the benefits of the different approaches. However, there are still some issues that have not been explicitly addressed in our study. An example is the way ontologies are used, since ontologies are currently a major technology for supporting service description and composition. Different organisations define ontologies in different ways, which may generate major problems of interoperability. Some approaches define manual mappings to deal with the ontologies interoperability problem; however these mappings or mediation techniques may be error prone and difficult to apply in realistic applications.

An issue that apparently is not being widely addressed is the support to end-users’ service composition at runtime. This is a major research challenge and business opportunity, since the idea of delivering services at runtime on demand to end-users is a natural opportunity and benefit of service-oriented systems. However, as it can be observed from our study, the majority of the approaches mainly focus on design-time service composition, providing support to service developers. On this specific topic we foresee many research challenges as well as many business opportunities in the upcoming years.
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Abstract

Dominant trends in distributed systems are increasing network connectivity, business-to-business integration and an evolution from desktop-oriented software to service-oriented software. The size and complexity of networked services has furthermore broadened from intra-organization to cross-organizational service provisioning. In the last decade many coordination architectures have been proposed to coordinate the provisioning of services across organizational boundaries. These approaches involve various types of service contracts and policies, and various coordination activities including negotiation, validation, enactment, monitoring and enforcement of service policies and contracts. In this paper, we propose a reference model for such coordination architectures in order to support the following goals: (i) to facilitate the analysis, comparison and discussion of different coordination architectures and (ii) to allow for constructive proposals about improving the existing coordination architectures.

1. Introduction

Organizations need to integrate their business processes in order to be able to operate and survive in a market. When multiple independent organizations interact with each other, they have to coordinate their activities in order to ensure that their interaction leads to an added-value result that is satisfactory to all parties. Coordination, which can also be defined as "the managing of dependencies between agents in order to foster harmonious interaction between them" [21], is indispensable for effective cooperation between autonomous organizations, as well as for safe competition between them [25].

Coordination involves a certain agreement, i.e., a set of rules of engagement, that must be complied with by all participating organizations for the business relationship to be exploited in a safe and harmonious way. The agreement is to be specified using an agreement language. An important assumption is that the organizations involved might not trust each other. So an important requirement for cross-organizational coordination is that it should enforce the regulated interactions (as encoded in the agreement) between two or more mutually distrusting and autonomous organizations.

Information technology is used to speed-up coordination. In this paper a coordination middleware is defined as a distributed management system [23] that provides technological support for the efficient organization of providing and consuming services across organizational boundaries [35]. By studying different coordination architectures (i.e., the software architecture of existing coordination middlewares), we can derive reference models [6] for cross-organizational coordination. A reference model is defined as a standard decomposition of a problem into parts that cooperatively solve the problem. Reference models arise mostly from experience and as a result are a characteristic of mature domains [6]. In our opinion, the understanding and acceptance of a common reference model for cross-organizational coordination is an important prerequisite in order to begin with the definition of a standardized approach for cross-organizational coordination.

The goal of this paper is to propose a reference model for cross-organizational coordination. The scope of the targeted reference model is focussed towards the technological and infrastructural aspects of cross-organizational coordination. We defer the reader, interested in the socio-organizational aspect of coordination, to reference models defined by researchers from the University of St. Gallen [33, 34].

Figure 1 shows a very simple reference model for cross-organizational coordination. Firstly, agreements must be represented digitally by means of an agreement language that offers the necessary concepts for describing and executing agreements. Second, coordination middleware must be
developed in order to establish agreements dynamically, and to enforce the agreements or detect violations against these. Although this simple reference model already presents a commonly accepted decomposition of the major problems involved, it is not detailed enough in order to be of any use. An effective reference model should instead enable us to analyze, compare and classify existing coordination architectures and, secondly, it should also enable us to make constructive proposals about improving the existing coordination architectures. To achieve this effectively, we seek a reference model with a finer-grained decomposition that unravels the different concerns of importance such that it becomes possible to assess these concerns in isolation.

The process of creating the reference model was based on the following approach. First we have performed a literature study of existing cross-organizational coordination middlewares. Secondly, based on the literature we have identified commonly recurring concepts and problems. We have performed this process iteratively and incrementally: a prior version of the reference model is validated by mapping it to a new coordination middleware that was not yet included in the literature study. Any found incompletenesses or inconsistencies in the current version of the reference model are then amended, leading to a new version of the reference model. Overall, the process of creating the reference model was mostly based on generalization and abstraction, and not on rigor deduction. The set of coordination middlewares that were included in the literature study have been listed in [40].

The rest of this paper is structured as follows. Section 2 introduces and motivates the reference model for cross-organizational coordination. Then section 3 compares seven well-known coordination architectures by mapping these to the reference model. Finally section 4 draws important conclusions from these mappings. In particular we identify important gaps in required coordination functionality that is not bridged by current coordination architectures. This allows us to propose some senseful directions for future work on cross-organizational coordination architectures.

2. Reference model

There is a vast heterogeneous body of research on cross-organizational coordination. Various types of agreements are supported and different kinds of language and middleware technology are being used, different coordination middlewares vary in their multitude of architectural styles such as Peer-2-Peer and Client-Server. However, to solve the problem of enterprise interoperability, it is of paramount importance that, within each business domains, reference architectures are defined with standard interfaces for establishing and executing agreements. A reference model that defines a standard decomposition of the coordination problem is a first step to obtain such reference architecture. A reference architecture for a particular business domain is derived by mapping the reference model for cross-organizational coordination onto software components using an architectural style [6]. The definition of such a domain-specific reference architecture is out of the scope of this paper. The paper only presents a reference model with the afterthought that a mapping to a reference architecture is one of its possible applications.

As pointed out in section 1, the reference model has been obtained by refining the simplified model in Figure 1 with additional dimensions. The simplified model distinguishes between three dimensions: (i) the type of agreements that are established, (ii) the language for describing agreements, and (iii) the middleware for establishing and executing the agreements. The extended reference model (see Figure 2) is then obtained by refining the two last dimensions into 4 and 2 sub-dimensions, respectively. The resulting reference model can thus be represented as a tree that has 7 subdimensions as its leafs:

1. The type of agreements (Dim. 1) that are established.
2. The language for describing agreements (Dim. 2) where we distinguish between four sub-dimensions:
   (a) the conceptual model of the language for describing agreements. (Dim. 2.a).
   (b) the computational model of the language for making agreements implementable (Dim. 2.b)
   (c) the management concepts of the language for managing large sets of agreements and dealing with their potential conflicts (Dim. 2.c).
   (d) the implementation technology of the language so that computers can process it (Dim. 2.d).
3. The middleware for establishing and executing agreements (Dim. 3) where we distinguish between two sub-dimensions:

(a) the functionality that the underlying coordination middleware offers for establishing and executing agreements (Dim. 3.a).

(b) the distributed systems architecture of the coordination middleware (Dim. 3.c).

Figure 2. The refined reference model

The division of the agreement language and coordination middleware dimensions into multiple subdimensions is motivated by the desire of genericity and separation of concerns. The conceptual model of the language should be as independent as possible from the organizations internal processes and data, (b) offer a conceptual model for describing the regulations at a sufficient high-level of abstraction that is independent from the organizations internal processes and data, (c) offer a computational model that ensures that regulations are implementable by the underlying system, (c) offer additional modeling concepts for managing large sets of agreements and (d) be computer-interpretable.

2.1. Types of agreements

We distinguish between four types of agreements in the literature:

- Type 1: Agreements about the flow of business domain interactions; How is the cross-organizational relationship going to be exploited? What messages will be exchanged between the service consumer and service provider organizations and which data types are involved?
- Type 2: Agreements about modal constraints, i.e. authorizations, obligations, prohibitions, timings[11] that organizations must agree to and must respect as long as their business relationship holds.
- Type 3: Service-Level Agreements (SLA’s) about the deployment and configuration of non-functional requirements of provided services, e.g. must the interactions be performed in a transactional way or not, must certain Quality-of-Service (QoS) requirements be enforced during the interactions?
- Type 4: Agreements at the level of protocols and standards used for implementing the non-functional requirements. For example, what specific transaction protocol must be used?

2.2. Language models and technology

In order to regulate the interactions between two or more independent agents, one needs a language for describing how the interactions are to be done. Such a language must (a) offer a conceptual model for describing the regulations at a sufficient high-level of abstraction that is independent from the organizations internal processes and data, (b) offer a computational model that ensures that regulations are implementable by the underlying system, (c) offer additional modeling concepts for managing large sets of agreements and (d) be computer-interpretable.

2.2.1 Conceptual model

A conceptual model for specifying cross-organizational agreements provides the modeling concepts necessary to describe all information that is needed to establish and exploit cross-organizational service relationships. In order to be successful, the conceptual model must have a clear scope on what is the domain or area where the agreements apply. The domain may be a country, or a professional institute, or a specific market such as financial services. Broadly speaking, we can divide the work on modeling concepts for cross-organizational coordination into management policies (e.g., [25, 9, 11]), electronic contracts (e.g.,
Policies  Policies are a means of specifying and influencing management behavior within a distributed system[38]. Policies can be broadly classified in authorization policies and obligation policies, where the former captures access control requirements of the system and the latter is about requirements related to system behavior.

Although policies are originally envisaged to be specified and enforced within a single organization, policies are also useful for regulating inter-organizational interactions. In this context, policies typically support agreement types 1 and 2. For example consider the following four policies from the retail business domain that regulate the interactions between a purchaser and a seller organization:

- **Authorization Policy 1** “The seller has the right to inspect a purchaser’s order at any time.”

- **Prohibition Policy 2** “...except when the order is destined for a person with VIP status.”

- **Obligation Policy 3** “The purchaser is obliged to pay the price of a product no later than 10 days after the date of ordering.”

- **Obligation Policy 4** “A seller is required to ship an ordered item within 10 days to a Purchaser after the Purchaser has paid the order.”

Electronic contracts  An electronic contract is an agreement between two or more organizations that stipulates how the involved parties are expected to behave. A contract generally consists of a structured set of entries, called clauses.

Contract models exist in the literature for all four agreement types as presented in section 2.1. Electronic contracts for agreement types 1 and 2 are typically electronic versions of conventional contracts on paper between business organizations. Electronic contracts for agreement types 3 and 4 typically correspond with SLA’s and QoS contracts that eventually have to be mapped to available computing resources.

2.2.2 Computational model

Agreements (either contracts or policies) may be specified at the conceptual level (as goals) and then need to be refined into a implementable actions that can be enforced upon the contracted application services.

To achieve implementable actions, the coordination language must also offer a computational model that supports cross-organizational service provisioning across independent organizations. Generally speaking, this computational model offers behavioral concepts that enable coordination architectures (see section 2.3) to observe service behavior by registering for events and control states that relate to the progress with which the service execution fulfills the agreement, and to control the service behavior by allowing, forbidding, or enforcing actions to take place at the service consumer or service provider site.

For example, we will show what behavioral elements are needed such that the above Obligation Policy 4 can be refined into an implementable policy specification:

```
+Obligation(Seller)
{onEvent(OrderPaidByPurchaser):
  action(OrderedItemSentToPurchaser)
  within(10 days)}
```

We can distinguish the following behavioral elements in the policy specification: (1) the subject Seller to which the obligation applies, (2) the action of shipping an ordered item, (3) the target Purchaser (4) an additional time constraint of 10 days, and (5) an activation condition stating that the policy should become active after the OrderPaid-ByPurchaser event has occurred.

All these elements must be mappable to implementable objects and operations available in the underlying software system of the service provider and consumer.

Note that the definition of a policy specification can consist of multiple levels of abstractions. For example, suppose OrderPaidByPurchaser corresponds to a high-level business event that is not necessarily directly represented as a message exchange between purchaser and seller. In order to implement or detect such a business event, it must be refined into a pattern of lower-level events that directly come from the internal processes of the seller and/or purchaser organization. How this is implemented, needs to be specified at a lower level of abstraction.

Event-based architectural description languages already support some of these mechanisms. For example Rapide [19, 18] provides maps that correlate a complex pattern of multiple event occurrence into a single higher-level business event. A similar mechanism is provided by Finesse [8, 32]. Milosevic [24] and Yildiz [42] both point out the usefulness of these existing complex event processing languages for cross-organizational coordination.

2.2.3 Management concepts

Management concepts are necessary for facilityiag agreement specification for large-scale systems with millions of objects. This typically involves a concept that provides a...
The way of grouping objects to which agreements apply [11]. Also concepts are required for hierarchical grouping of agreements in order to help manage the large set of agreements that apply for a given organization.

Another important aspect of agreement management is the detection and resolution of conflicts between multiple agreements\(^2\). Existing solutions for dealing with conflicts between policies originate from the work of Lupu and Sloman. They distinguish between two kinds of conflicts: modality conflicts and application-specific conflicts. A modality conflict arises for instance when two policies associate both an authorization and a prohibition to the same subject, action, target tuple. Modality conflicts are domain-independent.

Application-specific conflicts are conflicts that are related to the specific application for which the policies have been defined. Application-specific conflicts are further classified into conflict of duties, conflict of interests, conflict of priorities for resources, multiple manager conflict and self-management conflict [26, 4]. A conflict of duty, for example, will arise when the same subject is permitted to perform actions that, in the context of the application, are defined to be conflicting. For example, in the context of a financial application, the same subject should not have the right to sign a payment check and authorize that payment at the same time. Lupu and Sloman have worked on various solutions for detecting both kinds of conflicts.

### 2.2.4 Language technology

The modeling and behavioral concepts offered must eventually be expressed by means of a language format that can be processed by a computer. While it is possible to develop a computer language from scratch for this (e.g. [24]), most coordination architectures employ an existing language technology or specification standard. In particular the following language technologies have already been used: XML – e.g. [14], Ontology Languages and the Semantic Web [7] such as OWL [22] – e.g. [9], WS-Policy and WS-PolicyAttachment [12] – e.g. [41], Object-oriented programming languages [29] – e.g. [11], the Meta Object Facility (MOF) [30] – e.g. [37], Finite state machines – e.g. [28], Logic programming languages such as Prolog – e.g. [25], reflection as a complementary implementation technology – e.g. [25].

### 2.3. Coordination middleware functionalities

Besides a language for specifying agreements, coordination middleware is needed to support exploitation of the cross-organizational service provisioning across independent organizations. Broadly speaking, we distinguish between two main responsibilities for cross-organizational coordination middleware [23, 15]: (i) establishment of agreements between a service consumer and service provider organization and (ii) execution of the contracted services in conformance with the agreement.

Based on [23], we decompose the broad responsibilities of the establishment and execution layers into more specific functionalities.

#### 2.3.1 Establishment layer

Establishment involves negotiation and validation of agreements.

**Negotiation** Organizations aim to use matchmaking technology [31] for speeding up agreement negotiation such that contracted business relationships can be achieved dynamically without engaging into lengthy and costly human-to-human negotiations. With this end in view, agreement templates are often used. An agreement template is a common form that is used as a standard within the agreement domain. Examples of agreement templates are: sales and order contracts, car and house sale contracts, airline tickets. An agreement template is similar to a regular agreement with predefined properties that need to be filled in the course of agreement negotiation [15]. In most agreement templates, the agreeing parties can negotiate the data to be written in the blanks of the template, but not the clauses.

**Validation** Agreement validation corresponds with validating whether there are no ambiguities in the clauses of an established agreement. An agreement template may help with validation as it may provide rules that constrain how the agreement template may be instantiated such that an agreement is considered valid.

#### 2.3.2 Execution

Execution involves enactment, monitoring and enforcement.

**Enactment** When agreements will be negotiated dynamically, exploitation of the agreements is preferably also performed on the fly. This requires the ability to defer resource allocation to the latest time, such that an organization is freed from the risk of having to pre-allocate resources for long periods of time [15]. Enactment is the process that dynamically creates the appropriate infrastructure to the point where the exploitation of the business relationship is imminent. Some systems also offer concepts for automating the mapping of an agreement to necessary resources;
Although organizations are expected to implement agreements, one may not trust that organizations will never cheat or deviate from the established agreement. Hence most architectures support monitoring the execution of the internal processes and data of the organizations. When violations occur, notifications are sent to the appropriate parties.

**Enforcement** The system may also trigger actions that aim at rectifying the deviations that cause an agreement violation. Molina-Jimenez et al. [28] state that every enforcement middleware must have two important properties: (1) safety, meaning that local policies of an organization should not be compromised by failures or misbehavior by other parties. (2) liveness, requiring that if all the parties are correct (not misbehaving), then agreed interactions should take place despite finite number of temporary omission failures in the network or computers.

**Dismantling** The execution layer must also offer support for terminating running agreements. This is a succinct process that takes a lot of additional coordination between the business parties involved. Typically, it means shutting down the service, or temporarily putting the overall system in a dual mode where ongoing transactions are completely monitored against the agreement, but new transactions are not subject anymore to the agreement.

### 2.4. Distributed architecture

A final interesting dimension is the distributed architecture decisions behind the design of the coordination middleware. As monitoring and enforcement are the most complex functionalities, these are often the most weighing factors in the distributed architecture of the coordination middleware.

Generically speaking, a monitoring and enforcement system consists of a controller which maintains state about the system in order to measure the progress of the execution of the system in relation to the contract. This state may be updated at run-time when the controller receives events. These events are filtered and dispatched by an event interception mechanism.

There are various alternative distributed architectural styles for coordination middleware:

**Centralized vs. Decentralized** Both controller and interception mechanism can be implemented in either a centralized or decentralized way. The latter implies that each organization has deployed its own local instance of the coordination middleware, or the middleware is deployed on a nearby node. The latter entails that a trusted third party system governs all interactions between the organizations.

**Reactively vs. Proactively** Monitoring and enforcement can be implemented either reactively or proactively [27]; the system may interact with the cross-organizational processes in two different ways: a reactive system intercepts messages exchanged between business processes and reacts by approving or disapproving them; a proactive system drives the cross-organizational interaction between the business processes by inviting the partners to send valid messages.

### 3. Mapping of existing coordination architectures

To illustrate the proposed reference model, we have mapped seven well-known coordination architectures to the reference model. These are Ponder [11], Law-Governed Interaction (LGI) [25], the Business Contract Language (BCL) and Architecture (BCA) [24], Crossflow [15, 14], The FSM-based approach from The Tapas project [28], GlueQoS [41] and T-BPEL [39]. As stated above, these mappings enable us to compare the different coordination architecture and also allow to make constructive proposals for improvements. Figure 3 gives a concise overview of the mapping of these coordination architectures to the elements of the reference model. The detailed descriptions of these mappings can be found elsewhere [40]. For the sake of completeness, a summary of the 7 mappings is given in appendix A.

### 4. Conclusions and Future work

This section aims drawing some general conclusions from the mapping of these seven coordination architectures to the reference model. The remainder of this summarizing section is structured as follows. We first discuss the main differences between policy-based and contract-based approaches. Secondly, future directions in the construction of cross-organizational coordination architectures are proposed.

#### 4.1. Differences between policies and electronic contracts

In our opinion three main differences between policies and electronic contracts have emerged from the mapping.
Firstly, policies are focussed on governing business-level interactions and modality constraints (agreement types 1 and 2), while electronic contracts not only support these but also agreements about QoS features and technical protocols (agreement types 3 and 4). Secondly, contract frameworks generally support much more coordination functionalities than policy-based architectures that all exclusively focus on enforcement. Thirdly, the problem of managing policies has been thoroughly studied, whereas management of contracts has been largely ignored in the work on electronic contracts. Especially, the problem of dealing with conflicts between policies has been thoroughly studied, whereas conflicts between electronic contracts have been largely ignored until now. Instead, the focus lies rather on contract validation that detects ambiguities between different clauses in a single contract.

### 4.2. Directions for future work

Based on the reference model and the mapping exercise, we are able to make some constructive protocols for improving the existing coordination architectures.

**Policy and contracts united** Firstly of all, these above observations indicate that contracts and policies relate to each other in major/minor balance (at least when considering cross-organizational coordination). Contract frameworks offer the most complete set of concepts and mechanisms for cross-organizational coordination. Yet policy-driven systems are an important contribution as they offer complementary solutions. This complementarity shows in at least three different ways. First of all, the concepts used for specifying obligations and rights in contracts (Agreement type 2) are very similar to those of policies. As such policy-based enforcement can be leveraged for this type of agreement. Secondly, existing contract-based coordination architecture could be extended with policy-based enforcement. Consider for instance the situation where a policy is dynamically deployed to rectify a contract violation. Thirdly, the mechanisms for policy management can be adapted for management of contracts.

**Enactment of agreements** Clearly for agreement types 1 and 2, enactment of agreements is the least understood area of research. As pointed out in the Crossflow project, the mapping of a contract to an existing infrastructure is beyond the current technological state-of-the-art.

**Complete coordination architectures** Currently none of the 7 coordination architectures simultaneously support all four agreement types. Either support for agreement type 1 and 2, or 3 and 4 is offered, but never the combination of all four types. Furthermore, none of the these archi-
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<table>
<thead>
<tr>
<th>Agreement Type</th>
<th>Modeling Concepts Dim. 2.a</th>
<th>Behavioral Concepts Dim. 2.b</th>
<th>Management Concepts Dim. 2.c</th>
<th>Language Technology Dim. 2.d</th>
<th>Coordination Functionalities Dim. 3.a</th>
<th>Middleware Architecture Dim. 3.b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ponder</td>
<td>2</td>
<td>Policy</td>
<td>Event calculus</td>
<td>Domains</td>
<td>Enforcement</td>
<td>Reactive Decentralized</td>
</tr>
<tr>
<td>Law–governed interaction</td>
<td>1, 2</td>
<td>Policy (law)</td>
<td>Events Internal states</td>
<td>Policy groups</td>
<td>Enforcement</td>
<td>Reactive Decentralized</td>
</tr>
<tr>
<td>BCL</td>
<td>1, 2</td>
<td>Contract (community) Policy</td>
<td>Event types Event patterns Internal states</td>
<td>Conflicts: application–specific</td>
<td>Prolog</td>
<td>Monitoring Enforcement Establishment</td>
</tr>
<tr>
<td>CrossFlow</td>
<td>1</td>
<td>Contract</td>
<td>Internal enactment specification</td>
<td>n/a</td>
<td>XML (Workflow)</td>
<td>Negotiation Enactment Dismantling</td>
</tr>
<tr>
<td>FSM–based contracts</td>
<td>1, 2</td>
<td>Contract</td>
<td>Finite state machine (FSM)</td>
<td>n/a</td>
<td>FSM formalism</td>
<td>Validation Monitoring</td>
</tr>
<tr>
<td>GlueQoS</td>
<td>3</td>
<td>Contract (QoS Policy)</td>
<td>Aspect joinpoint model</td>
<td>Conflicts: application–specific</td>
<td>WS–Policy</td>
<td>Negotiation Enactment Validation Entactment</td>
</tr>
</tbody>
</table>

**Figure 3. Classification of coordination architectures**
tectures support all six kinds of coordination middleware functionalities (negotiation, validation, enactment, monitoring, enforcement, dismantling). Especially the dismantling of agreements is not well supported in particular.

**Standardization** Orthogonal to the issue of improving existing coordination middleware, there is also the issue of standardization. As pointed out in section 2, the reference model could potentially be used as an instrument to derive commonly accepted architectural blueprints for coordination middleware. The reference model after all aims to offer a common vocabulary of important problems to be solved. This helps people in standardization bodies to discuss with less ambiguity about the required features for their particular coordination architectures. A highly related project is this vain is the European Virtual Laboratory for Enterprise based on the INTEROP project [1]. In this project an extensive “Interoperability” glossary and taxonomy has been defined. Obviously, the reference model presented in this paper should integrate and be compatible with this knowledge base.

**References**

1. Agreement type: Ponder [11] allows to capture agreements about modal constraints (agreement type 2). Both obligations and authorization policies are supported.

2. Agreement language

(a) Conceptual model: The Ponder language is policy-based.

(b) Computational model: Ponder comes with an approach for deriving implementable policies from high-level goals [3, 4] based on the event calculus [17].

(c) Management concepts: Concepts for managing policies include policy domains for grouping objects to which the same policy applies and hierarchical grouping of related policies. Concepts for policy conflict management include support for dealing with modality and application-specific conflicts. Automatic detection of policy conflicts is also supported, again by using the event calculus as underlying formalism [4, 10].

(d) Language technology: Ponder is designed as an object-oriented language and is statically typed.

3. Coordination middleware

(a) Coordination middleware functionalities: With respect to coordination middleware functionalities, Ponder only supports enforcement, primarily enforcement of access control policies. It does not support establishment.

(b) Distributed architecture: Policies are enforced by so-called management agents that impose the policy by re-actively controlling and adapting the behavior of the underlying application, mostly by intercepting messages. Management agents [38] are injected into the application in a decentralized way: management agents for obligation policies are typically injected at the subject side, while authorizations are enforced by management agents at the target side.

Law-Governed Interaction

1. Agreement type: Law-governed Interaction (LGI) [25] can be used to regulate business interactions between autonomous organizations or agents (agreement type 1), but it also allows expressing modal constraints (agreement type 2).

2. Agreement language

(a) Conceptual model: The basic modeling concept of LGI is the law. Abstractly speaking, the concept of a law is in essence the same as a policy.

A. Summary of mappings

Ponder

(b) Computational model: There is no real distinction between the conceptual and the computational model of LGI: A law is directly specified as a function that returns an implementable action for every possible event that might happen at a given software object. These events must directly refer to methods or changes of internal states of software objects. This makes that the law specifications are directly coupled to a specific software system and therefore are brittle to evolution of the software code.

(c) Management concepts: Similar to Ponder, LGI also supports agent grouping and hierarchical grouping of related laws [2].

(d) Language technology: Laws are implemented using Prolog due to its expressive power and its relatively widespread usage. Reflection is also used heavily as an implementation technique.

3. Coordination middleware

(a) Coordination middleware functionalities: LGI does not focus on establishment. With respect to execution, LGI focuses only at policy enforcement.

(b) Distributed architecture: A law is enforced by a set of trusted controllers. These controllers are reactive and for each agent there is a separate local controller (decentralized).

The Business Contract Language and Architecture

1. Agreement type: The Business Contract Language (BCL) [24] is targeted towards regulating business interactions between organizations and allows defining modal constraints (agreement types 1 and 2).

2. Agreement language

(a) Conceptual model: The basic modeling concept of BCL is the notion of community. Communities are in fact contract templates that already contain general contract behavior that is essential, and so cannot be varied, and those parts that can be expected to vary.

(b) Computational model: The behavioral concepts of BCL include event patterns (e.g., Sequence of Events, Disjunction of events and Event causality), internal states and their changes in response to the events, and event types to be created when certain conditions have been matched, e.g. creation of contract violation or contract fulfillment events.

(c) Management concepts: Except support for dealing with application-specific conflicts such as conflict of duty, BCL offers no further management concepts.

(d) Language technology: BCL is implemented using a proprietary language technology.

3. Coordination middleware

(a) Coordination middleware functionalities: As underlying contract framework, a generic Business Contract Architecture (BCA) is proposed. The core of this contract architecture supports contract execution only; contract establishment is delegated to additional components. Thus the core of BCA silently assumes that agreed upon contracts are stored in a contract repository. For contract execution, BCA supports contract monitoring and enforcement only. It does not provide an enactment component by means of which organizations can dynamically create the necessary infrastructure and allocate the necessary resources to exploit a contract.

(b) Distributed architecture: BCA is a flexible architecture; event interception and controller functions can be implemented both centralized or decentralized. The Contract Monitor component performs re-actively evaluations of contracts to determine whether parties’ obligations have been satisfied or whether there are violations to the contract.

Contract-driven creation of virtual enterprises in Crossflow

1. Agreement type: The Crossflow project [15, 14] presents a contract architecture that is mostly focussed on agreement type 1, i.e. regulating business-level interactions between organizations, especially in the context of cross-organizational workflow management.

2. Agreement language:

(a) Conceptual model: Crossflow views contracts as the central theme that runs throughout the enterprises’ life cycle. A contract specifies an abstract workflow for regulating the interactions between the business partners, and procedures for monitoring workflow execution and adjusting the workflow in case of deviations to the contract.

(b) Computational model: In order to turn these contracts into implementable actions, a blueprint for contract enactment (called the Internal Enactment Specification) is prepared, one blueprint for each participating organization.

(c) Management concepts: No additional management concepts are offered.

(d) Language technology: The language technology used in the Crossflow project is XML.
3. Coordination middleware

(a) Coordination middleware functionalities: The focus of Crossflow lies mostly on contract negotiation, contract enactment and contract dismantling. An unusual approach to contract monitoring and enforcement is taken however: contracts themselves may contain clauses for how the behavior of the service provider can be monitored by the service consumer (and vice versa), and what rectifying actions are possible.

(b) Distributed architecture: At the architectural level, the contract framework consists of two building blocks: (1) a Virtual Market (used to find business partners and negotiate contracts dynamically) with as central component a matchmaking engine and (2) an Enactment Infrastructure (needed to enact (i.e., set-up, execute, terminate) the contracted service. Both reactive and proactive contract execution is supported.

Electronic contracts based on FSM’s

1. Agreement type: Work as part of The Tapas project [36] focuses on agreement types 1 and 2: business interactions and rights and obligations of the signed organizations.

2. Agreement language

(a) Conceptual model: Contracts are modelled in Tapas as a set of finite state machines (FSMs), one for each contracted party [28].

(b) Computational model: Similar to the above Law-Governed Interaction approach there is no real distinction between the conceptual model and the computational model of contracts in Tapas: FSM’s are directly linked to implementable actions. The states of the FSM correspond with the progress of the execution or fulfillment of the contract; the input symbols are events that trigger the contract; and the output symbols correspond with the set of obligations and rights that the party is respectively subject to, as well as what actions the party has the right or obligation to perform.

(c) Management concepts: No additional management concepts are supported.

(d) Language technology: Contracts are directly specified using the FSM formalism.

3. Coordination middleware

(a) Coordination middleware functionalities: The work covers the following coordination functionalities: (i) contract validation to detect and remove ambiguities between the clauses of a contract, and (ii) contract monitoring with the focus on capturing non-repudiable evidence of the actions performed by the business parties.

(b) Distributed architecture: The contract framework is deployed in a de-centralized manner. Furthermore, the architecture is pro-active as the FSMs controls which operations are invoked on the contract objects.

GlueQoS

1. Agreement type: GlueQoS [41] is a middleware-based approach to match, interpret, and mediate QoS requirements of clients and servers. The quality of service requirements are mostly related to QoS features such as security, reliability and performance (agreement type 3).

2. Agreement language

(a) Conceptual model: The basic modeling concept of GlueQoS is the QoS policy. The QoS policy is essentially a contract that describes what is the combination and configuration of QoS features (e.g. security) that is acceptable for a client and a server system.

(b) Computational model: For implementing an agreed QoS policy, QoS features are directly implemented using aspects that intercept the necessary events and state changes by means of a generic join point model.

(c) Management concepts: With respect to management concepts, GlueQoS allows mediating application-specific conflicts between a client and a server organization with respect to the QoS policies.

(d) Language technology: Client and Server policies are specified using the WS-Policy standard [12].

3. Coordination middleware

(a) Coordination middleware functionalities: GlueQoS focuses on contract negotiation and contract enactment. It does not focus on contract execution.

(b) Distributed architecture: When the client requests a session to the server, a QoS policy for that session will be computed at the client-side, by means of a matchmaking engine (decentralized architecture). An agreed QoS policy is enacted by means of deploying aspects. As contract monitoring and enforcement is not the focus of this work, no controller or event interception is necessary.

T-BPEL: Transaction policies for service oriented computing

1. Agreement type: T-BPEL [39], which is related to GlueQoS, supports advertising and negotiating between
different transaction protocols (such as direct transaction processing, queued transaction processing and compensation-based transaction processing). The focus lies thus on agreement type 4.

2. Agreement language

(a) Conceptual model: T-BPEL introduces the concept of transaction coupling mode which is a contract about the used transaction protocol(s) between a web service provider and an orchestrating BPEL business process that invokes the web service. The preferred transaction protocols of the business process and the partner web services are expressed as by so-called policies that are directly attached to them.

(b) Computational model: Client and provider policies as well as transaction coupling modes can be gradually refined from abstract transactional modes to concrete implementable protocols (e.g., WS-ReliableMessaging specification). The BPEL process itself is then transformed into a Java implementation (exposed as a SOAP-based service) that uses the selected transaction protocols.

(c) Management concepts: No additional management concepts are provided, except that conflicts between different policy assertions can be mediated.

(d) Language technology: Client and provider policies are described using the WS-Policy language. [12].

3. Coordination middleware

(a) Coordination middleware functionalities: The underlying contract framework supports (i) validation of client policies, (ii) contract negotiation by means of policy matching, and (iii) contract enactment.

(b) Distributed architecture: The distributed architecture of T-BPEL is decentralized, and very similar to Glue-QoS, the distinction between pro-active or reactive is irrelevant.
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Abstract

In this paper, some foundations of a decision support model for a full-service e-commerce provider, providing a SAAS (software as a service) business model, are presented. The decision model is targeted to explicitly address interoperability issues, to provide a simple but powerful communication aid for the negotiations between service provider and customer, and to aim in automatically composing reliable software systems from service components.

1. Introduction

In the last years, e-commerce vendors changed their business model, from the original selling of technology like e-commerce systems and corresponding integration technology to the company’s legacy systems, to more complex technological services, like integration with public market places [1], or even business services, like warehousing, e-marketing, or invoicing.

This has led to more complex e-commerce systems with a richer set of features, but hand in hand with the need of enhanced customizing services for e-commerce platforms. In this increasingly difficult business, leading e-commerce vendors have adopted to customer’s need by two very different strategies.

One strategy lies in providing even more business functionality, leading to so called “full service e-commerce”. The e-commerce company not only provides software for selling goods on the world-wide web, but enhances this software with additional services. This is possible, because there are a restricted number of services, which are widely recognizes as important by most players on the e-commerce market. These services have a high degree of modularity, leading to an encapsulation metaphor, this defining individually usable business functionality. The processes, which have to be defined in an e-commerce application, can be synthesized bottom-up from the services, which should be integrated into the overall solution. Common examples for these kinds of services are:

- hosting services, consisting of providing hardware systems for e-commerce, together with server rooms, internet connections etc.,
- inventory management, providing warehousing, storage management, packaging, and delivery of goods,
- online marketing, providing e-mail campaigns, individual marketing programs, affiliate programs, etc.,
- search engine optimization, consisting of keyword management, special marketing campaigns, link placement, etc.,
- multimedia presentation of products,
- payment services and loyalty programs, etc.

The second strategy to deliver added value to the customers, lies in the provisioning of software as a service (SaaS). This means, that the e-commerce systems are capable of utilizing standards interfaces to be able to call and provide services, which adopt to the service-oriented architecture (SOA). Via webservices mechanisms, centralized “yellow pages” for service registration, and flexible provision / calls of services, the e-commerce systems are evolving to an integration platform for complex business processes. Thus, business process management (BPM) and e-Commerce are coming together to provide more complex services for the end customers of the e-commerce system, and to integrate the business of the end customers with the business of the company owning (or leasing) the e-commerce system.

Both strategies of e-commerce vendors lead to a higher demand for explicit interoperation between platform owner and customer, to seamlessly integrate the service processes, and to commonly define the needed level of interoperability. The business processes have to be crisply defined, at least those processes, which are directly part of the interoperation.
2. The case study

2.1. Business area of the industrial partner

The industrial partner of the project, which is now in the definition phase, is a medium-sized Canadian enterprise with a German subsidiary. The main business of the German branch of the company lies in integration and interoperation services for customers, who want to gain expertise in e-commerce. The founders of the German business have a strong background in e-commerce. The integration business of the company comprises of selling goods via different internet channels (dedicated shop systems as well as public marketplaces), by integration of the customer’s warehouse or ERP systems and defining the interoperation processes for the e-commerce component. Thus, the industrial partner provides some scalable e-commerce services, starting with just a technical integration, but reaching up to a complete set of business definition and interoperation services.

This kind of business demands for a dynamic pricing model, which has to take into account the complexity of the service, the number of services provided, the amount of business delivered on the e-commerce channel, the dedication of hardware and software to the special customer, and other business related information.

Although the pricing model is very complex, there is no support in finding the right price for a customer 'till now. The pricing is done in an iterative way with several sessions between e-commerce provider and the customer, who wants to use the e-commerce services.

2.2. A model for the pricing of services

The ad-hoc pricing of the services delivered by the e-commerce provider holds some serious business risks:

- the components are not priced well,
- the needed and paid performance of the e-commerce system for the customer has to be estimated very roughly,
- the pricing model is not very transparent, so the customer cannot gain trust into the service provider, and
- if there are any problems in the delivery of the service, the re-negotiation is always a negotiation of the complete set of services, because they cannot be separated at all.

There is a need for some delta pricing models, because most of the service constituents are already pre-built, they only have to be re-arranged and customized to the special customer.

So the research, which has to be done, consists of building a specialized decision model, which can be used in the early phases of a customization project. This decision model has to take into account that the software which has to be built, mainly consists of pre-built business components which are already suited to provide a rich set of services to the customer. These services definitely have to be tailored, but the variation of the services normally are not too numerous.

3. State of the art

There are a lot of research domains, which are touched by the task of the case study. So, the overview of the state of the art of these areas has to be very short, and only a few fundamental work is considered, which could be helpful in providing ideas and theories for the solution of the problem.

3.1. Decision support systems

Decision support systems are delivering a support in making semistructured or unstructured decisions. To achieve this, they consist of a flexible tool set with analyzing capabilities. There is a number of well-known systems, falling mainly into two classes [2].

One class of systems is model-driven. They are standalone systems, which are specifically designed for their tasks. They have a deep model of the overall problem, and they are most of the times standalone systems. Most of these systems are defined with artificial intelligence methods. Expert systems are a well-known example of this class if systems. The analysis capability of these systems is built on strong theories and models, combined with user interfaces designed for end users. The disadvantage of this system class lies in the complexity of the models. Building an explicit model with a strong theory is tedious, error-prone and often the users are not capable of building and maintaining these systems.

The second class of systems is data driven. Their purpose lies in analyzing large pools of data. These data are compiled into large data warehouses. The analyzing capabilities of these systems are based on flexible ways to view and combine mass data to analyse long-term trends. Additionally, the analysis of the data can be partly automated via data mining. This system class is very useful for strategic decisions and overall steering of a company, but it is not detailed enough to provide support for decisions like the
pricing of a customer-specific solution. (This is the disadvantage of lacking an explicit user model.)

Nowadays, there is a trend from decision theories and systems to decision aiding methodologies resulting in decision aiding systems [3]. In systems following this trend, not the decision itself is done by the system, but the system is assisting in making rational decisions. The decisions of the case study, which is presented here, has a simple, but powerful model. This model is based on some common methodologies widely used in economics and business. This kind of aiding system is needed to provide a solution to the issue of the pricing services. These issues are:

- to explicitly address the different levels from business processes to the programming level,
- to provide a negotiation aid for the business level,
- to directly connect business functionality and feature sets with pricing of the solution,
- to explicitly include business interoperability in the model of the business functionality,
- to provide an integrated view of the problem, leading to a consistent behaviour suited to the needs of the customer,
- to model user requirements as a mediation process,
- to automatically compose service components as well as reliable software systems, and
- to explicitly address interoperability.

3.2. Service interoperability

The area of service interoperability is not very well defined. Although there is a wide set of literature in the area of interoperability (e.g. [4], [5], [6], or [7]), the majority of the research still concentrates on the technical levels of interoperability. Even the roadmap of interoperability research of the European Union [8] still has an emphasis on technical interoperability levels, although the importance for defining the business level of interoperability is explicitly stated. The term of service interoperability is hardly defined, but we clearly have to differentiate between the (very technical) definition of service-oriented architectures (SOA), which only comprises of low-level, automated more technical-oriented services, and the business-oriented terms of service industries, comprising of immaterial “products”, which is traditionally termed as service outside of the IT-industry.

There is some research done in the enterprise interoperability group, which is a good basis for the definition of complex service interoperability. Especially the work in the area of model-driven interoperability, like [9], [10] and [11], provides some good basis for an enhancement to service interoperability. There are some models of service interoperability existing, (e.g. [12] and [13]), which are very useful as a fundamental basis to solve the pricing problem. However, these models are still lacking simplicity in the practical usage, and there are severe problems, which are typical for service interoperability, discussed in [14]. An adaptive approach to solve these issues is presented in [15], but it is still very generic, and has to be adopted very carefully to be used in a specific context like the case study at hand.

4. Solution proposal

To solve the pricing problem which is sketched in section 2.2, an architecture is used, which is similar to the idea of model-driven interoperability [9] with the enhancements for an overall service architecture, that have been proposed by Xu et al. in [13]. This architecture shows very promising characteristics, and therefore our idea is based on it.

But there still is a lack in the mapping from service demands to the pricing, which has to be done here. The classical way of the mapping goes from the demands to some fundamental service component specification, and later to the implementation.

We propose a different architecture, which is very useful, if the services can be pre-defined. This is the case in our example, so we introduce an additional modelling level, which is based on some very common economic model, namely decision trees.

The top level of our architecture consists of some kind of service grid, where the different business services, which are recurrent parts of an e-commerce platform, are presented to the customer, who can choose a subset, which he wants to be included in the service offering.

For each of the choosen services, a decision tree exists, which is a consistent way of defining business numbers or choosing special variations of the services. Thus the solution can be defined very well by walking through the decision trees and choosing a leaf for each tree, which is part of the offering.

At this point, there are two steps, which are following now. One step is the pricing, which can be directly derived from the choosen leaves. The other step is the construction of business processes, which can be partly defined from the leaves. By choosing from the service grid, and making decisions about the specific peculiarities of the services, a combined price for the overall solution is found and, at the same time,
the overall business processes can be constructed by the combination of the service process parts from the different leaves.

This leads to a model-driven way of defining the services, which can be enhanced in the common way of BPM. So the business processes are enhanced later to include the technical details of the service, and some workflow engine can automate these processes. In the concrete example, there is one more step, by compiling the services to be runnable with a high performance, if needed.

Figure 1. Service architecture
5. Conclusions

In this paper, we have discussed a serious business problem, coming out of an interoperability context. The business levels are explicitly addressed, and the interoperability of the business is part of the model. But also dynamic interoperability on a systems level can be included into the model.

The views of the model are integrated. The architecture is directly based on common standards like MDA and model-driven interoperability (MDI), as well as the SMDA, and it seems to fit well into these architectures. In the proposed architecture, the main focus is set on the different business levels, but there is an explicit proposal of some automatic mapping / model transformation between the different architectural levels (in a restricted domain, so we don't have to explicitly deal with semantic mapping of differing ontologies, which considerably simplifies the proposed architecture, compared to semantic-transforming models).

Our further research deals with a reference implementation of the upper system levels, to get feedback from practical use, and to be able to refine the proposed architecture. We have a special focus on the handiness of the system for practical purposes to achieve a real business value of the solution. Therefore, we want to utilize transactional cost theory to evaluate the theoretical appropriateness of the solution for some restricted usage areas. There is some chance that the restrictions of the domain can help to provide some useful system for business interoperability.
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1. Introduction

Small and Medium Enterprises (SMEs) have huge improvement potential both in domain and in collaboration / interoperability capabilities. Before implementing respective improvement measures it’s necessary to assess the performance in specific process areas which we divide in domain (e.g. tourism) and collaboration oriented ones.

In ECOLEAD [4] reference models were developed for companies, which are interested in joining a collaborative network depending on its characteristic (i.e. VBE (Virtual Breeding Environment), PVC (Profession Virtual Community), VO (Virtual Organization)), in which this organization may reside actually. These reference models encompass checklists, templates, interfaces (to exist in software), tools, specifications, architectures, SW components or services. These artifacts may be applied to facilitate the agreement concerning business strategies, business models and above all business processes for organizations which are due to join a collaborative network. If business strategies are mentioned, subtasks (i.e. legal issues, trust building (overcoming the competition issue)) must be covered too. Each company is then empowered to configure / implement essential business processes to join a collaborative network in the respective phase. To assess this claimed collaboration behavior the process areas of CMMI are evaluated insofar, if they are appropriate or should be extended / modified concerning collaboration issues.

One of the most important issues, which are tackled by the EU 7th Framework project COIN, is the synopsis of EC (Enterprise Collaboration) and EI (Enterprise Interoperability).

Enterprise Collaboration comes from a business perspective and identifies the process of enterprises - mainly SMEs - to set-up and manage cross-enterprise win-win business relations in response to business opportunities.

Enterprise Interoperability originates by the ICT world and identifies a capability of enterprise software and applications to exchange information and to mutually understand the information exchanged at the level of data, applications, processes and enterprise models involved.

Both in EC and in EI the behavior of organizations regarding interoperability must be improved. First step before tackling measures for improvement is an actual assessment of the mentioned behavior of these organizations.

There are in theory many assessment methodologies developed and some of them are widely accepted within industry. The most important of them are on the one hand CMMI and on the other hand EFQM (European Foundation of Quality Management) which will be discussed in more detail in chapter 2. Concerning quality criteria there is also a prevailing methodology - namely BSC (Balanced Score Cards) - applied in industry.

But what are the prerequisites for organizations to interoperate together?

Within industry it’s widely recognized that before organizations tackle the issue of interoperation important business oriented issues must be solved. Among them are issues as a common strategy and common business models for the questionable organizations. Having solved these tasks and having set respective quality criteria in form of BSC (there they really are focusing what is their strategy about customers, business processes, employees, and finances) the next focus is shaping out respective business processes among the partners which should of
course follow the defined business strategy and business models.

Exactly there seems the borderline between Enterprise Collaboration (which was very well defined and worked out in the EU project ECOLEAD) and Enterprise Interoperability (which on the other hand was partly implemented by ATHENA [1]).

Of course the modeling and specification of business processes is most important.

A later implementation must take into account a lot of specifics of the concerned organizations i.e. legacy software, data repositories, ERP systems and so on. A further important issue is the separation in horizontal and vertical business processes. So the interoperability issue may also be tackled more generic and must be implemented for the concrete application.

Other issues are the quality criteria for interoperability. Many of them are already tackled by the so called non functional requirements as performance, usability, availability…

2. Theory

In the following section, the theoretical background of the paper will be presented on the one hand to understand the basic principles of the CMM® and on the other hand to point out why small and medium enterprises dominated industry might be an ideal playground for CMM® applications.

2.1. Capability Maturity Models

Primarily CMM® [6] was developed at the SEI (Software Engineering Institute) on behalf of the Department of Defense (DoD) in the U.S.A. in order to establish a model that identifies mature and capable enterprises in the market that are able to manage SW projects for the DoD. In the meantime the original intention of CMM® changed: it can now be interpreted as an instrument to find strengths and weaknesses of organizations in specific process areas where appropriate improvement measures should be implemented [3].

In the current marketplace, there are maturity models, standards, methodologies, and guidelines that can help an organization to improve business operations. However, most available improvement approaches focus on a specific part of the business and do not take a systemic approach to the problems that most organizations are facing. By focusing on improving one single area of a business (e.g. such as marketing or distribution), area focused models unfortunately have perpetuated the stovepipes and barriers that exist in organizations [3].

Capability Maturity Model® Integration (CMMI®) provides an opportunity to avoid or eliminate these stovepipes and barriers through integrated models that transcend disciplines. CMMI® for Development consists of best practices that address development and maintenance activities applied to products and services as well as product’s lifecycle conception, delivery and maintenance. Its main emphasis is on ‘building’ and maintaining the overall product and service bundle.

CMMs focus on improving processes in an organization. They contain essential elements of effective processes for one or more disciplines (such as quality management or yield management) and describe an evolutionary improvement path from ad hoc, immature processes to systematic, well-structured mature processes with improved quality and effectiveness [3].

2.1.1. Constellations. This improvement framework can also be applied to other areas of interest, where the framework groups best practices into what is called “constellations.” A constellation is a collection of CMMI components that are used to build models, training materials, and appraisal documents.

Recently, the CMMI® model architecture was improved to support multiple constellations and the sharing of best practices among constellations and their member models. Work has begun on two new constellations (see Figure 1): one for services (CMMI® for Services) and the other for acquisition (CMMI® for Acquisition).

![Figure 1: CMM® constellations [3]](image-url)
2.1.2 Representations. Continuous representation enables organizations to select a process area (or group of process areas) and improve related processes. This representation uses capability levels to characterize improvement relative to an individual process area.

The staged representation uses predefined sets of process areas to define an improvement path for an organization. This improvement path is characterized by maturity levels. Each maturity level provides a set of process areas that characterize different organizational behaviors [3].

2.1.3. Process Areas. A process area is a cluster of related practices in an area that, when implemented collectively, satisfy a set of goals considered important for making improvement in that area.

Table 1: CMMI® process areas

| Causal Analysis and Resolution | Project Monitoring and Control |
| Configuration Management | Project Planning |
| Decision Analysis and Resolution | Process and Product Quality Assurance |
| Integrated Project Management | Quantitative Project Management |
| Measurement and Analysis | Requirements Development |
| Organisational Innovation and Deployment | Requirements Management |
| Organisational Process Definition | Risk Management |
| Organisational Process Focus | Supplier Agreement Management |
| Organisational Process Performance | Technical Solution |
| Organisational Training | Validation |
| Product Integration | Verification |

There are 22 process areas, presented in Table 1 in alphabetical order by acronym (see [3]).

2.2. SMEs in tourism: the need for CMMI® solutions

Tourism seems to be an appropriate example, where improvements both in collaboration but also service provisioning are extremely important. That’s why the envisaged assessment method could benefit SMEs in tourism (SMTEs). SMTEs have not merely strategic disadvantages as described in [9]. Nevertheless the majority of disadvantages of SMTEs exist because small enterprises suffer from lacking economies of scale and scope. This results to high fixed costs and relatively high costs per unit.

These advantages and disadvantages contour strategy alternatives for small- and medium-sized tourism enterprises. Thus possibilities to reduce cost of production hardly exist, while on the other hand differentiation strategies often fail due to SME owner/managers’ short term (myopic) thinking and lack of market research capabilities. It should therefore be possible to communicate the benefits (efficiency and effectiveness) of strategic co-operations within given destinations among small- and medium-sized enterprises and entrepreneurs with respect to these new forms of management [7]. Advantages of local, interregional and / or national co-operations could provide for additional resources, reduced costs and risks in product development, new markets, improved qualifications and/or increased competitiveness.

When having a closer look at the knowledge and qualification hurdle recent industry developments revealed gaps in special SMTEs’ knowledge areas. Much of the differences in the innovation behaviour between industrial and service sectors are associated with the different nature and characteristics of services-production and –marketing. Six aspects of services production/marketing in the tourism sector stand out in particular, i.e.

- Intangibility of services and the associated quality uncertainty of customers,
- Simultaneity of production and consumption of services,
- Non-storability of services,
- High risks/cost associated with fluctuations in the rate of capacity utilization,
- Difficulty in correctly forecasting consumer needs and preferences for hospitality and tourism services,
- Sensitivity of services production to increases in labour cost on account of labour intensity of services production [5]

These characteristics of tourism services lead to an increasing demand for entrepreneurial and managerial qualifications in the following management areas:

- Quality management
- Capacity Management
- Product development
- Human resource management
- eCommerce
3. Methodology

For adapting the CMMI® theory we will follow a two step approach with special focus on determination of collaboration/interoperability oriented as well as domain oriented (i.e. tourism) process areas.

In the course of the presentation we are constraining on EC oriented process areas.

3.1. Determination of collaboration oriented process areas

In the first step the compatibility of the 22 process areas of CMMI® (see 2.1.3) with the CNO will be analyzed. Especially it will be analyzed, if they are appropriate or they should be extended or modified.

**Table 2: Relevant process areas for CNOs**

| Causal Analysis and Resolution | Organisational Process Performance |
| Configuration Management       | Organisational Training            |
| Decision Analysis and Resolution | Process and Product Quality Assurance |
| Measurement and Analysis       | Requirements Development           |
| Organisational Innovation and Deployment | Requirements Management |
| Organisational Process Definition | Risk Management                  |
| Organisational Process Focus   | Supplier Agreement Management      |

ECOLEAD [10] addresses the two most fundamental and inter-related focus areas that are the basis for dynamic and sustainable networked organisations: Virtual Breeding Environments, and Dynamic Virtual Organisations.

Concerning the CMMI® process areas Dynamic Virtual Organisations behave more or less like distributed projects and hence the most process areas of CMMI® may be applied. Completely different is the situation in the case of Virtual Breeding Environments. In this case every process area must be evaluated individually. The most concerned areas are listed in Table 2.

Exemplary the extension respectively modification of one process area will be discussed more detailed. Thereto the process area Configuration Management (CM) was selected.

The Configuration Management process area supports all process areas by establishing and maintaining the integrity of work products using configuration identification, configuration control, configuration status accounting, and configuration audits. The work products placed under configuration management include the products that are delivered to the customer, designated internal work products, acquired products, tools, and other items that are used in creating and describing these work products. Examples of work products that may be placed under configuration management include plans, process descriptions, requirements, design data, drawings, product specifications, code, compilers, product data files, and product technical publications.

In Figure 2 the following bubbles will be skipped: Create a Release Baseline and Track Change Requests. This means that Change Requests and Change Request Database will be omitted.

**Figure 2: Process area configuration management [3]**

Whereas in Configuration Items the following work products: code, compilers, product data files, and product technical publications should be removed by these ones: Profile, the History, the Evidence, the Bag of Assets, the VBE Governance, the VBE Values System, and the Trust. Moreover also Strategic Alliance and the Opportunity-based CNO should be taken into account.

Furthermore the process areas Configuration Management and Requirement Management are more strongly interlinked. Especially Requirement Management's focus will shift from "classical" functional requirements (competences of the network partners) to non-functional requirements concerning social competences and trust.

3.2. Determination of tourism oriented process areas

The pilot project SMART-UP cut in on the weaknesses of SMTEs as described above and
developed an internet learning and know-how transfer platform for (owner) managers in the tourism industry [8]. Four modules have been developed according to market-research on qualification needs of SMTE entrepreneurs: Quality Management, Yield Management, Human Resource Management, Product Development and eCommerce. In the following, the area of quality management serves as a case study example to adapt a CMM process in SMTEs.

In a first step SMTEs have to identify needs to select a process area by a mode of representation. For SMTEs both forms of representation are challenging, as in the case of continuous representation the SME owner or entrepreneur should be aware which qualification areas can be chosen as process areas. In addition, owner manager have to understand the dependencies between various process areas. For many SMTEs staged representation can be recommended because many owner managers do not really know where they can start with process improvements.

For small businesses many of these requests force them to radically change common patterns of management: constant learning has to be reported and discussed and an open as well as strategic and long-term oriented learning process is a prerequisite for the implementation of CMM in SMTEs.

4. Expected results

At the ENTER 2007 [11] it was shown that ECOLEAD concepts especially those of VBE, can be applied to Destination Management Organizations (DMOs) and hence improve their performance. DMOs tasks are to bundle and provide all tourism services in a region/destination. Therefore many organizations should cooperate, and the DMO should build a Virtual Breeding Environments (VBE). The basic idea of supporting DMOs in building VBE will be continued, as was announced at ENTER 2005 [10]. The following approach will be applied to DMOs of the specific region, which is involved in oncoming projects (as for instance Olympic Games, Ski Championships, EURO2008). Within the proposed DMO the building of virtual organizations is intended, providing ticketing, entertainment, travelling, and transportation, together with all organizations, which could be involved in such a mega event.

First experiences with demonstrators in different domains - when applying these ECOLEAD results in trials and take-ups (ECOLEAD 2004, http://www.ecolead.org) - have shown that the maturity level of SMEs is extremely different. So the best approach seems to develop the presented CMMI® approach and to support SMEs to implement the required concepts and solutions.

Afterwards the project team together with the DMO will be involved in preparation endeavors, and in the first phase all results how to build a breeding environment will be realized. In this phase, many of the formerly developed guidelines, checklists, tools can be applied in that sense that especially all questions concerning the business strategies – above all trust buildings and legal issues – and business models will accelerate the decision process, which organizations should/could participate.

Especially applying rules for trust building and business models will be facilitated after having assessed those SMEs in the tourism destination that should be considered. Not until the maturity level is assessed and the improvement measures are implemented negotiations by collaboration agents with all of them may be initialized as was presented in the ENTER 2007 [11] conference. Then it will become clearer, which organisations are appropriate to join the network?

Further research in the field of SMEs should answer the following questions:
- Are SMEs ready for the recommended assessments?
- Are SMEs able to implement the improvements?
- Is it possible to standardize the assessment procedure?
- Are there experienced experts both for assessments and improvements available?
- Is it possible to establish certification bodies for assessors?
- Is it possible to build services which belong to respective process areas of CMMI?

A specific research in COIN is dedicated to the last question above, which will be introduced briefly.

CMMI has a well defined structure (see Figure 3 below):
- Maturity levels
- Assigned Process areas
- Specific goal : which should be measurable
- Specific practices: which should be modelled and in concrete applications also implemented
Now in COIN the idea is the following one: both EC and EI should enable organizations the set up (creation) and operation of VO’s which are built on business opportunities.

The borderline between EC and EI are from the business point of view the following: in EC the potential participating/interested organizations undertake endeavors to agree on common business strategy and business models. Only after this agreement has settled it makes sense to model common business processes.

Exactly that’s the border crossing from EC to EI. As in EI the individual organizations will later on tailor/configure their existing business processes according the starting EI baseline services which will be developed by COIN.

Furthermore process areas - similar of those of the classical CMMI - will be defined with respective goals and practices.

Of course these process areas will on the one hand belong to EC (many “practices” are already developed in ECOLEAD), but must now fit to the respective structure of process areas in CMMI. These specific practices will be modelled as services.

Summarizing the tasks:
- EC and EI process areas will be defined in analogy to the classical CMMI.
- Per process area specific services which correspond to specific practices are modelled.
- CMMI assessment may be performed either classical or by a so called CMMI check.
- According the outcome it will be clear which process area met or partly met and more concretely which corresponding specific practices are not reached (don’t forget: CMMI has specific goals for each practice).
- Now the concerned organization - respectively in case of EC the corresponding VBE - may add the respective services where the respective goal for the respective specific practice was not met.
- The adding of these services may be implemented in a new orchestration / choreography of the whole service platform either for the VBE / individual organization or only for the individual organization.

Of course all these endeavours about defining process areas must be synchronized with the COIN Generic Service Platform.

A further optimization of this process (of establishing process areas) would be to distinguish to which quadrant of BSC (see Figure 4) a new process area best fits.

That’s one of an optimization effort another one would be to really find target values of the specific goals of an process area, so that it would be automatically measurable by BSC tools.

![Figure 3: Process area configuration management [3]](image)

5. Conclusions and future work

The process to start the definition of a new constellation will be launched within COIN, the recently started FP7 successor of ECOLEAD, ATHENA and other EU projects concerning EC and EI. Both, COIN partners, EU project officer, and reviewers, all agree that CMMI represents the ideal framework to disseminate innovative and challenging results to those SMEs who demand and need this knowledge to better face future business management challenges.

Hence in COIN a prior goal is the adaptation and the concurrent examination of these process areas in collaboration with SMEs. However, in ECOLEAD it was an essential insight that domain specific process areas play a crucial role for the success of CMM applications. Therefore this modified CMMI should be applied on SMEs.

![Figure 4: Overview of BSC](image)
However, it seems to be an illusion to assume that a new constellation of CMMI can be defined in short term. Ongoing trials of these assessments on existing SMEs will enable a very pragmatic implementation process and prevent the establishment of scientific but non-practical process models which will not be applicable for SMEs.

Parallel to those activities initiatives regarding standardization are taken up. Experiences in the area of IT industry confirm that organisations are ready for these assessments not until a certification is available (e.g. ISO 9000).

Together with CMMI following activities have the potential to improve the performance of SMEs:

- Tourism process areas are partly developed in SMART-UP [8]. They can be an example for further evaluation and definition of domain oriented process areas (e.g. in service industry).
- Core Process areas of CMMI® will be extended concerning collaboration behaviour in the course of ECOLEAD and its presumable successor COIN.
- Capability maturity assessments enable SMEs a position fixing and consequently to an improvement of their business performance.
- Accomplishing better profits of the SMEs themselves and indirectly to the whole sector / region.
- Experts from universities and consultants have the possibility to become a certified assessor.
- Enabling new business opportunities for SMEs.
- Both collaboration-oriented and domain oriented process areas will assess the IT competences of the SMEs.
- Building of services which belong to respective process areas of CMMI.
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Abstract

Aligning business and IT in networked organizations is a complex endeavor because in such settings, business-IT alignment is driven by economic processes instead of by centralized decision-making processes. In order to facilitate managing business-IT alignment in networked organizations, we need a maturity model that allows collaborating organizations to assess the current state of alignment and take appropriate action to improve it where needed. In this paper we propose the first version of such a model, which we derive from various alignment models and theories.

1 Introduction

In modern organizations, business-IT alignment (B-ITA) is a hard problem that requires continuous attention. There is a considerable literature on measuring and improving B-ITA in single organizations (e.g., [19, 22, 24, 30]) but the problem of B-ITA in collaborative networked organizations (CNOs) has hardly been studied. Yet, the problem is important because improved B-ITA entails a more efficient use of IT in the CNO supporting the integration of enterprise applications and processes across organizational boundaries.

CNOs form the core of a new discipline [9, 10] that focuses on the structure, behavior, and dynamics of networks of independent organizations that collaborate to better achieve common goals. CNOs are characterized by being formed by organizations which have a pre-disposition to collaborate in order to attend a common interest using IT, and by being associated with effective coordination and shared decision making. These characteristics provide opportunities to generate commitment within markets which demand very quick, high-quality and cost-saving services from organizations.

In such a context, maturity models (MMs) are a suitable vehicle for CNOs to gain a deeper understanding of their current B-ITA, and to plan what steps to take toward better alignment. In this paper, we will define a conceptual framework, in the form of a MM for assessing and improving B-ITA in CNOs. Clearly, some other models and theories (e.g., [12, 27, 34, 44]) can also be used to understand aspects related to B-ITA in CNOs. Nevertheless, none of these models and theories covers all the necessary domains that need to be considered by CNOs when achieving B-ITA. This motivated us to adopt the position that these models and theories might be used as starting points in cross-organizational B-ITA initiatives, but they need to be integrated.

The contribution of this paper is twofold. First, we present a systematic approach for the development of a MM in the form of a MM process model. Second, we suggest a state-of-art literature-based MM that can be used in a CNO setting to assess processes related to those B-ITA attempts which integrate multiple perspectives. The paper is organized as follows: Sect. 2 provides background on the concepts we use. Sect. 3 presents related work emphasizing the needs of MMs in CNOs. In Sect. 4 we describe the MM we are developing. Furthermore, we discuss its adoption in CNOs and its preliminary evaluation in Sect. 5. Finally, Sect. 6 summarizes our conclusions and presents our immediate future work.

2 Conceptual Background and Definitions

2.1 Business-IT Alignment

For the purpose of our research, we define B-ITA as the process to make IT services support the requirements of the business, whether such services are individually or collaboratively offered. We do not consider alignment as a steady

*Supported by the Netherlands Organization for Scientific Research (NWO) under contract number 638.003.407 (Value-Based Business-IT Alignment).
Figure 1. Business-IT alignment framework in CNOs (adapted from [51]).

state but as a process that needs to be performed continuously. By ‘IT services’ we mean services offered by computerized information systems. By the ‘requirements of the business’ we mean the systems requirements derived from analyzing the goal(s) of the CNO. We will focus on operational B-ITa, which consists of aligning the operational activities of IT systems and people to each other so that optimal IT support for business requirements is achieved. This contrasts with strategic B-ITa, where business and IT goals and policies are decided without fixing operational details [13, 30, 42].

We analyze the B-ITa concept in CNOs based on the scheme shown in Fig. 1. The horizontal layers classify entities in a service provisioning hierarchy in a business: physical entities provide services to a software infrastructure, which provides services to information systems, which provide services to businesses. In the business layer, we take four views on businesses: businesses provide services that have a utility, they perform processes to provide these services, they communicate with one another as part of performing these processes, and while doing that, they exchange data that has semantics. Participating organizations in a CNO need both to fit the different entities (horizontal arrows) as well as to address B-ITa (vertical arrow). Our interest is in the upper two layers of the framework (area delimited by the dotted line), because there is where business and IT alignment in CNOs takes place.

2.2 Collaborative Networked Organizations

We define a CNO to be any “mix-and-match” network of profit-and-loss-responsible organizational units, or of independent organizations, connected by IT, that work together to jointly accomplish tasks, reach common goals and serve customers over a period of time [35]. Virtual enterprises [2],

value constellations [46], extended enterprises and collaborative highly integrated supply chains [18] are some forms of CNOs. Our interest is in IT-enabled CNOs, i.e., collaborations that are made possible by IT where the participants interoperate with each other by means of information systems. We believe that IT makes global competition and collaboration possible, forcing organizations to focus on what they can do well and facilitating collaboration between organizations with complementary competencies.

CNOs continue spreading since hypercompetitive environments [6] exist. This kind of environments forces organizations to re-think the way they are doing business by connecting and aligning the business and IT operations among them to meet goals. Participants in a CNO can be seen as distinct loosely coupled stakeholders with commonly conflicting interests and goals [16]. However, if they want to collaborate, they need to formulate a clear-enough common goal(s) toward which they strive together. This goal is not necessarily the goal of all participants. The common goal is an agreement between the customer-facing organization and its direct partners. This goal might include also other participating organizations in the CNO, but not necessarily.

CNOs are dynamic, because their environments are characterized by rapid changes in IT, easy competitors’ market entry and uncertain market demands. Having well-defined collaborative work structures as basis [36], participants need to react promptly to customer needs. They will collaborate while an interesting ‘business’ opportunity exists. When this opportunity is over, the CNO dissolves while, perhaps, the organizations are active in other CNOs or look for new complementarities that allow them to participate in new ‘business’ opportunities.

2.3 Maturity models

MMs describe the evolution of a specific entity over time. Commonly, this entity is an organizational area or function. MMs have been developed to assess specific areas against a norm. Based on maturity assessments, organizations know the extent to which activities in such areas are predictable. That is, organizations can be aware of whether a specific area is sufficiently refined and documented so that the activities in this area now have the potential to achieve its desired outcomes. MMs apply a life-cycle approach where an area develops over time until it reaches its highest maturity level.

The first well-known maturity model was the software capability maturity model1 (SW CMM) proposed by Carnegie Mellon University’s Software Engineering Institute (SEI). This model identifies, specifically for software production, several levels of software process management sophistication.

1More information on http://www.sei.cmu.edu/cmm/
Essentially, MMs make it easier for organizations to establish goals for process improvement and identify opportunities for optimization, since these models describe basic attributes that are expected to characterize a particular area for each maturity level. By comparing an organization’s characteristics and attributes with a MM, an organization will identify how mature it is in order to increase its process capability: first, establishing goals for the improvement of processes and then, taking action to achieve them.

3 Needs of MMs in CNOs

In the context of a CNO, proper understanding of the domains involved in B-ITa requires the integration of different models. There have been some proposals for assessing B-ITa. However, as these proposals are oriented to single organizations, they fail to take special characteristics of CNOs into account, such as the need for coordination, the lack of centralized decision making or the heterogeneity of IT architectures. Besides such proposals, there are also models that can be used to assess the maturity of different aspects within CNOs. However, to the best of our knowledge, B-ITa is still not addressed by a single model in a CNO context that addresses all relevant aspects. In this section, we present a summary of different B-ITa MMs and MMs for CNOs that can be found in the literature. We did a semi-systematic literature review using a systematic literature review process [7] to select the related work presented in this section. The performed literature review consisted of a broad search of academic and practitioners’ information sources. We approached the literature search using several electronic indexing services (e.g., ACM Digital Library, Google Scholar, Citeseer library, and IEEEExplore). A set of keywords was used: alignment, business IT alignment, strategic alignment, IT alignment, architecture alignment, maturity model, assessment tool, measurement guide, networked organization, business network, collaborative enterprises. We also used some alternative terms for alignment: balance, harmony, fit, and linkage. We traced the references in the identified papers to get access to other relevant sources. We reviewed the abstracts and the conclusions of the identified documents in order to determine their relevance to our research.

3.1 B-ITa Maturity Models

3.1.1 Luftman’s MM

Luftman’s strategic alignment model is an approach to determine a single organization’s B-ITa based on six domains, namely skills, technology scope, partnership, governance, competency measurements, as well as communications [30]. Each of these domains is assigned five levels of alignment. The level of alignment for each individual domain is determined by means of answers to some questions. Luftman’s model has been developed based on his practical experience and research, so this model is a pragmatic model. However, it disregards interrelations among the domains that explain B-ITa and it is focused to single organizations.

3.1.2 CIO Council’s assessment guide

The Chief Information Officer (CIO) Council, a consortium of US Federal executive agency CIOs, developed an architecture-specific alignment and assessment guide [24]. This guide provides an overview of the integration of enterprise architecture concerns into the information technology investment planning process. It is useful to determine to what degree a proposed investment aligns with business strategies, and to know how well the technology of investments aligns with the infrastructure architecture. This assessment model is primarily focused on investment studies in federal agencies. It does not identify specific B-ITa domains, and thus it does not provide support to identify opportunities of improvement in organizations on some particular areas.

3.1.3 Duffy’s MM

The MM developed by Duffy [22] consist of six domains required to understand B-ITa. The model is based on the premise that a reliable partnership between IT and non-IT executives is fundamental for achieving a successful B-ITa. Duffy recognizes that IT and business objectives are interdependent, and therefore, a division of practices into IT and non-IT areas would generally be unfavorable. Although the six domains reflect this position of the author, the model does not have explicit maturity levels for each of the domains. Instead, Duffy combines the six domains figuring out four B-ITa scenarios where organizations can be categorized. Such scenarios are the maturity levels in the model. Duffy’s MM also is only focused on single organizations.

3.1.4 de Koning et al.’s model

Based on the analysis of business-IT excellence in several successful organizations in The Netherlands, and with the help of five hundred managers, de Koning and van der Marck [19] came up with ten questions that can be used to identify the level of alignment in single organizations. Those questions can be answered in a scale from 1 to 10 where the highest score means ‘it entirely applies to my organization’ and the lowest score means ‘it entirely does not apply to my organization’. Although they do not identify B-ITa domains, this simple tool covers several B-ITa-related topics. However, the levels they present are limited to three:
immature, pubertal and mature; this restricts the results and it neglects the assessment of the processes that do actually help to achieve B-ITa.

3.1.5 van der Raadt et al.’s MAAM

The Multi-dimensional Assessment model for architecture Alignment and Maturity (MAAM) [49] can be used to assess architecture within organizations. The MAAM helps to identify the current situation of an organization’s architecture, and to define improvement points and plans. The authors claim that a correlation exists between architecture alignment and architecture maturity. They claim that when architecture maturity increases, architecture alignment generally increases too (and v.v.). The MAAM consists of six interrelated domains that explain the alignment and maturity of an architecture. However, the model only assess such an architecture considering B-ITa as a stage that can be reached by increasing architecture maturity.

3.1.6 COBIT

COBIT, issued by the IT Governance Institute2, is a guide to employ management best practices and to measure IT processes. Version 4.0 of this guide provides a clear support to assess the align of IT with the business processes. For example, under the ‘Defining a strategic IT plan’ process, COBIT outlines how to engage IT managers on alignment with business goals and to develop a proactive process to quantify business requirements. However, (i) the focus of COBIT lies on IT Governance, (ii) it does not address a networked organization perspective, and (iii) COBIT deals with B-ITa from a strategic perspective.

3.1.7 Laagland et al.’s assessment tool

According to Laagland et al. [50], the degree of alignment is mostly stipulated by the degree of maturity of changes on architecture. Managers must then look at the maturity of their organizations’ architecture as start point for identifying improvement measures for B-ITa. This assessment tool enables to get aware where an organization stands, what its competencies are, and which measures must be implemented to reach a higher level of maturity. The tool describes the roles of business/IT managers, architects, project managers, and the like, for each of the architecture levels. With the model, it is possible to identify how organizations handle managing architecture and B-ITa.

3.2 Maturity Models for CNOs

Since we are developing a MM for CNOs, our literature review also covers some MMs that can be applied in collaborative settings (e.g., EIMM [29], IT outsourcing MM [1], extended CMM [41], E2AMM [44], SCM MM [32], and CollabMM [31]). Each of these models covers a particular domain related to B-ITa in CNOs (e.g., architecture or processes), disregarding other necessary domains that need to be taken in consideration by CNOs when achieving B-ITa. So, none of those models explicitly helps to assess B-ITa. It can be argued that those models could complement each other to assess B-ITa in CNOs. However, CNOs should spend considerable time and effort to understand and apply each of the models, and to analyze how the results could combine to plan B-ITa improvement actions. Therefore, to have a selection of domains in a single integrated model is useful for CNOs.

As no current B-ITa MM addresses alignment in CNOs and no MM for CNOs addresses more than a single aspect of B-ITa, we are filling this gap in CNOs by developing a new MM: the so called ICoNOs MM (IT-enabled Collaborative Networked Organizations Maturity Model) to assess B-ITa in CNO settings. We present this MM in the next section.

4 The ICoNOs MM

Developing MMs systematically is not a topic that is widely covered in the literature. Instead, most of the MM literature presents the resulting models only and does not discuss the model developing process itself. The development of the ICoNOs MM consists of several steps (see Fig. 2). Detailed explanation of most of these steps can be found in our earlier work [38]. Below we present a summary only. We make the note that because Fig. 2 is a high level view of our MM development process, we excluded any discussion on feedback loops needed to keep the MM updated in a dynamic environment. We, however, acknowledge the importance of monitoring the MM and managing the evolution of CNOs when the MM is modified.

The first step in developing a MM is to determine the SCOPE of the model, which means to set the boundaries for the model’s application and use, and to define the purpose of the model. This is to differentiate the model from existing MMs. The second step is to DESIGN the model and covers:

- the specification of the model’s type. MMs can be classified as assessment MMs and development MMs. The first type consists of normative models which serve as assessment tools that target certification, and help improve the organization’s image as a reliable partner (e.g., the SEI series of CMMI-compliant models). The second type includes development tools that organizations use as guides for implementing best practices that, ultimately, lead to improvements and better results.

---

2More information on http://www.isaca.org/
• the determination of the model’s architecture. The architecture of a MM prescribes the manner in which maturity levels can be reached. For example, in a staged MM, before reaching level 3, an organization needs to achieve successfully what is mentioned in level 2 for all the domains included in the MM. In a continuous MM, each domain can be approached separately. This architecture allows selection of the order of improvements that best meets the objectives of organizations.

• the organization of its structure. The structure of a MM presents the organization of the model’s components. It defines if the MM does include domains and key areas, and how they are decomposed and used to reach maturity levels.

• the definition of the maturity levels. This step implies to define the number of discrete levels of maturity for the model (typically five or six), and their qualifiers and definitions.

• the identification of the domains. The last step related to the design of the model is the identification of the domains to which the levels apply. A domain is a relevant aspect within the scope of the MM. For example, CMMI for software development [14] recognizes 4 domains: process management, project management, engineering and support. This task is not simple because after identifying the domains, they need to be validated to assure that they correspond to the purpose of the MM.

Once the design of the model is completed, process areas need to be identified for each domain so that we POPULATE the model with observable domain assessment criteria. A process area is a group of practices in a domain which, when implemented collectively, satisfy goals considered important for making an improvement in that domain (e.g., a process area in the IS architecture domain is ‘IS portfolio management’). After populating the model, it must be validated in order to EVALUATE its applicability and generalizability. The objective is to validate the entire MM to test it for relevance and rigor. Following population and evaluation, the MM must be made available for use to verify its generalizability (step DEPLOY). To provide its acceptance and to improve its standardization, the MM must be applied in organizations that differ from the organizations that were involved in its design and population. The identification of organizations that may use the model and the application of the model to multiple organizations are the final steps towards its spreading and acceptance. Finally, it is important to track the evolution of (i) the organizational area or function that is assessed using the MM, and (ii) the requirements of the organizations that apply the model, in order to MAINTAIN the MM over time to keep it up-to-date. For example, the first MM developed by the SEI was the SW CMM. However, they observed that organizations would like to focus their improvement efforts not only in software engineering but also across different organizational functions. Therefore, the SEI came up with an integrated MM (CMMI) combining models from different disciplines to support the enterprise-wide process improvement that organizations were pursuing.

This paper focuses on the step POPULATE of the MM development process. Therefore, in the remainder of this section we report on the B-ITa process areas included in our model. First, we present the STRUCTURE, LEVELS and DOMAINS for a better understanding of the ICoNOs MM.

4.1 Structure of the model

The structure of the ICoNOs MM is based on CMMI for development [14]. It means that our MM builds on prior work. For example, some CMMI design choices are also present in ICoNOs. This situation avoids starting with the development of the model from scratch, and, most important, it also prevents our future users from starting over when adopting our MM for their B-ITa assessments.

The ICoNOs MM has four layers of aggregation. The upper layer consists of the domains that must be addressed in a CNO when achieving B-ITa, i.e., partnering structure, IS architecture, process architecture and coordination (see Sect. 4.3). The next three layers reflect the overall CMMI structure (see [14, p.30]). For example, in each of the domains we can also find process areas. Process areas are sets of activities that are performed to make improvements in a particular domain (see Sect. 4.4). Similarly to CMMI, the ICoNOs MM process areas have specific and generic
goals, which the activities in the process area are supposed to achieve. The specific goals describe characteristics that must be present to satisfy a particular process area; they are specific for this area. There are also goals, called generic goals, that apply to all process areas, although their instantiation for each process area can differ. For example, a CMMI generic goal is 'the process is institutionalized as a defined process'. Our MM will incorporate the generic goals of CMMI. The goals will be decomposed in specific and generic practices describing what a CNO may implement to achieve the specific and generic goals. These practices will be expected and are not mandatory. This means that it will be permitted to implement alternative practices in substitution for the specific and generic practices that the ICoNOs MM will include. The only condition is that the goals must be satisfied, to perform a process, to reach a specific maturity level.

4.2 The B-ITa levels

The ICoNOs MM has five levels of maturity (see Fig. 3). Levels are used to describe an improvement path recommended for a CNO that wants to improve processes to achieve B-ITa. To reach a particular level, a CNO must satisfy all the set of process areas that are targeted for improvement in a particular B-ITa domain. The levels are:

**Level 1: Incomplete.** At maturity level 1, processes related to a particular B-ITa domain are usually not performed or partially performed. It means such a particular domain is not explicitly considered when a CNO strives for B-ITa.

**Level 2: Isolated.** At maturity level 2, processes are the basic infrastructure in place to support a particular B-ITa domain. They (i) are planned and executed in accordance with a policy; (ii) employ skilled people who have adequate resources to produce controlled outputs; (iii) are monitored, controlled, and reviewed. However, such processes are isolated initiatives that are not managed from the entire CNO perspective.

**Level 3: Standardized.** At maturity level 3, processes are directed to make improvements in the standardization and management of a particular B-ITa domain. Processes are performed from a CNO perspective (i.e., they are cooperation initiatives). They are well characterized and understood, and are described in standards, procedures, tools, and methods.

**Level 4: Quantitatively Managed.** At maturity level 4, processes use statistical and other quantitative techniques. Quantitative objectives for quality and process performance are established and used as criteria in managing the process.

**Level 5: Optimized.** At maturity level 5, processes are improved based on an understanding of the common causes of variations inherent in the process. The focus of an optimized process is on continuously optimizing the range of process performance through both incremental and innovative improvements.

4.3 The B-ITa domains

Once the levels are defined, domains where these levels must apply need to be identified. A domain is a group of processes that help to have improvements in a particular CNO area. In previous work [37, 39, 40], we have reported on how we have used a focus group and case studies to identify the domains that need to be addressed by CNOs in their efforts for aligning business and IT. Fig. 4 presents the fit among the B-ITa domains. In the following, we give a short summary of these domains.

- **Partnering structure,** defined as the CNO work division, organizational structure, and roles and responsibilities definition that indicate where the work gets done and who is involved.
- **IS architecture,** defined as the fundamental organization of the information management function of the participating organizations embodied in the information systems, i.e., software applications, that realize this function, their relationships to each other and to the environment, and the principles guiding their design and evolution.
• Process architecture, defined as the choreography of all (individual and collaborative) processes needed to reach the shared goals of the participating organizations.

• Coordination, defined as the mechanisms to manage the interaction and work among the participating organizations taking into account the dependencies and the shared resources among the processes.

4.4 The B-ITa process areas

Several theories and models, developed elsewhere, are potentially useful to give insights for understanding the processes related to B-ITa in CNOs (e.g., [4, 5, 12, 14, 17, 20, 21, 22, 25, 26, 27, 30, 33, 34, 43, 47, 48, 49]). Our position is that it would be practical for CNOs to have a selection of those processes in a single model. Fig.5 establishes a map relating several theories and models to the four B-ITa domains introduced in the previous subsection. It must be noted that every theory and model covers much more than the constructs (i.e., processes and process outcomes) we present in the figure. That is, in our research, we take from each theory/model those constructs only, which could have a relation to the four B-ITa domains. Clearly, it can be argued that we do not include all theory/model constructs with a possible relation with the B-ITa domains. However, after an exhaustive analysis of the theories and models, we decided to include only general constructs. For example, the ‘Requirements development’ process of CMMI covers specific characteristics that are considered, in a general way, by the ‘Requirement management’ process we do take into account in our mappings (see Fig.5). In this figure the acronyms PS, IS, PA, and CO stand for partnering structure, IS architecture, process architecture, and coordination, respectively.

The leftmost and the rightmost columns in this figure present the theories or models taken from the literature. By ‘model’ we mean a conceptual model, i.e., a set of constructs used to describe B-ITa or a domain of B-ITa; by ‘theory’ we mean a model plus claims about empirical relations between some concepts, i.e., correlational or causal relationships. From each theory/model we have selected constructs, assigned these to a B-ITa process area and assigned the B-ITa process area to a B-ITa domain. For example, Gunderson’s theory of system safety analysis (depicted in the upper left-hand corner of Fig.5) is mapped onto the RAM B-ITa process area of the ICoNOs MM, where RAM stands for Risk Analysis and Mitigation. The arrow connecting ‘system safety analysis’ to the oval labeled IS indicates that this is associated to the IS architecture domain. We make the note that the definitions of some constructs made us decide to map them to more than one B-ITa process area. For example, Hoque’s theory of portfolio management can be applied to process architecture (PPM B-ITa process area) and to IS architecture (IsPM B-ITa process area). The assignment of process areas to domains is summarized in Fig.6. It can be argued that the positioning of the processes into a specific B-ITa level seems arbitrary. However, the decisions for such a positioning were driven by the definition of each process and by what we have seen in the three case studies we conducted to validate the design of ICoNOs. Recently, we began to conduct a new case study to identify whether the process areas of the ICoNOs MM are present in a real-life CNO, and to validate their positioning into the model. It is too early to make a conclusion but from the evidence obtained heretofore in the case study site, we can anticipate that the SPD B-ITa process area could fit better in level 3 of the IS architecture domain than in level 2.

4.4.1 Partnering structure process areas

We present the B-ITa process areas (in alphabetical order), grouped into the four B-ITa domains. For each process area, we provide (in parentheses) the level in which the process area is positioned, and the reference of the theory(ies) and/or model(s) from we derived it.

Our model includes 7 process areas in the partnering structure domain. These process areas are:

BMD Business model definition (L2). To define a blueprint of how the CNO works, describing how different variables of the collaboration fit together as a system to help creating value for each participant [27].

GSC Governance structure and compliance (L3). To structure the priorities and allocation of resources and decision rights to create accountability; and to ensure that activities are performed in conformity with policies and procedures. A successful compliance process will be performed through definition of effective policies and procedures [22, 33, 47, 48, 49].

IoPD Inter-organizational policies definition (L3). To define the plans of action, intended to influence and determine decisions, including shared risk and rewards policies to increase mutual benefits perception and shared commitment [30].

MRE Metric-based exploration of roles (L4). To employ approaches as relational exchange techniques, organizational communication’s mechanistic and system-interaction methods to study organizational communication, structure and roles in the collaboration [26].

OSD Organizational structure definition (L2). To define the inter-organizational ties constructing a framework for inter-organizational decision making and placing power and authority in order to regulate the CNO work [30].
RRS  *Roles and responsibilities specification* (L3). To specify the roles and responsibilities, and their related guide principles, of the participants in the CNO after defining its organizational structure [33].

SLA  *Service level agreements definition* (L2). To describe the agreements on the deliverables, quality, and fitness-for-purpose of services that have an impact on the work of each participating organization. A successful implementation of these agreements will be delivered through effective governance structure [30].

### 4.4.2 IS architecture process areas

The ICoNOs MM covers 9 process areas into this domain. These process areas are:

ATF  *IS architecture target formulation* (L3). To evaluate, select and design ISs needed to support the desired to-be-state of the IS architecture taking into account business and IT drivers, and the processes to support [21, 22, 47].

AVV  *IS architecture verification & validation* (L3). To perform periodically gap analysis to make sure changing IS requirements are managed in consistent fashion with IS architecture targets. A successful verification & validation will be performed through an effective IS target formulation [14, 21].

BAD  *Baseline IS architecture description* (L2). To create a snapshot of the existing ISs and data, assessing what the current status of the CNO is concerning ISs [21, 27, 47, 49].

IsCD  *IS capabilities definition* (L3). To define the ability of the collaboration to achieve new forms of competitive advantage by ISs to achieve congruence with the business environment where it works [43].

IsPM  *IS portfolio management* (L3). To create the right mix of information systems investments to properly use limited resources while providing the maximum business benefit. A successful IS portfolio management will be delivered through the execution of the other IS processes effectively [21, 27, 48].

IsRM  *IS requirements management* (L2). To manage the changing IS requirements during their engineering process and the development of the required ISs [14].

QPM  *Quantitative IS portfolio management* (L4). To use quantitative techniques to analyze, assess, and control...
A successful process optimization relies on effective process focus planning and process architecture definition [14, 27, 48].

**OPP Organizational process performance** (L4). To establish and maintain a quantitative understanding of the performance of the standard processes set in support of quality and process-performance objectives [4, 14, 21].

**PAD Process architecture definition** (L3). To establish and maintain a repository of CNO processes, assets and work environment standards. A successful process architecture definition depends on an effective baseline process architecture description [14, 33].

**PAF Process architecture target formulation** (L3). To evaluate, select and design processes needed to support the desired to-be state of the process architecture taking into account business and strategy drivers [4, 22].

**PFP Organizational process focus planning** (L3). To plan, implement, and deploy process improvements based on a thorough understanding of strengths and weaknesses of the collaboration’s processes and process assets. A successful process planning will be performed through effective process architecture definition [14].

**PPM Process portfolio management** (L3). To direct limited resources in terms of funds, people, etc., into the processes to create a holistic process orientation [4, 27].

### 4.4.4 Coordination process areas

The process areas covered by the ICoNOs MM into this domain are:

**COC Communication-oriented coordination** (L3). To agree on communication channels, sharing knowledge and learning in order to respond effectively to immediate client’s needs and to determine what future markets will require [12, 17, 27, 49].

**DTS Direct supervision** (L2). To supervise the work by specific persons who take the responsibility for the processes, providing instructions to others and monitoring their actions [34].

**InCA Informal communication adjustment** (L2). To adjust and control the work among the participating organizations by informal communication among the actors outside the imposed hierarchical constrains for day-to-day operations [12, 34, 49].

**QRA Quantitative coordination analysis** (L4). To use techniques (e.g., causal model analysis) to link the inter-relationships, called coordination relations, to the local scheduling constraints of the participating organizations [20].
5 Discussion

5.1 Practical adoption of the ICoNOs MM

A key design decision that impacts adoption in practice of the ICoNOs MM is the decision to assign separate maturity level to each participant in a CNO. In other words, each single participating organization within a CNO can have a different level of B-ITa maturity. Although ICoNOs is being developed to assess the alignment of the entire CNO, the decisions concerning achieving, or assessing, B-ITa in a CNO can be made by one participating organization. Thus, not all participants in a CNO have to adopt the ICoNOs MM, or do so at the same time. While this design decision facilitates adoption, it is not the case that B-ITa maturity levels of each participant in a CNO are completely independent. Instead, the maturity of one participating organization influences the maturity of the alignment between business and IT of the entire CNO. For example, a participant with a specific level of B-ITa maturity as single organization can impose other participants to collaboratively achieve the same maturity level as a networked organization.

We consider chief officers of the partnering organizations in a CNO as the key users of the ICoNOs maturity assessments. This assumption is motivated by published results of researchers (e.g. [8, 11, 23, 28]), which show that the most powerful initial step to achieve B-ITa is to build strong organizational support through strong commitment of CIOs and/or CEOs. If chief officers want to improve B-ITa, they need first to assess the processes related to B-ITa, and commit as B-ITa catalysts and sponsors. Applying these findings to our work, chief officers must be actively involved in the CNO B-ITa project in at least three ways: (i) influencing the CNO to use the ICoNOs MM, (ii) choosing the best team to manage the B-ITa improvement effort, and (iii) monitoring the assessment and improvement process in each B-ITa domain. As the ICoNOs MM is a continuous MM [38], it lets chief officers assess each B-ITa domain separately (see Fig. 7). This feature of the model will let CNOs focus, for instance, on the domains with a low level of maturity. Those domains that are associated with higher maturity can, then, be candidates for inclusion in later improvements efforts.

5.2 Preliminary Evaluation

At this stage of our work, we do not have empirical evidence for the correlation between the ICoNOs MM’s domains and process areas, and the business-IT alignment success in CNOs. Such a validation of the model is only possible after evaluating its design and population. However, we did an early evaluation of the question whether our approach is capable of dealing with any type of CNOs and for which type of CNOs its results will bring most benefits (i.e., the results would be most insightful). When conducting case studies to validate the design of the MM, we made sure to study different case study sites. We chose CNOs from different countries, one international and two of national nature, one entrepreneur-led and two government agencies, and one with a large amount of participants and two with only 2 or 3 participating organizations. We must also note that the B-ITa key drivers they have are different. The key drivers of one of the studied CNOs are to control costs and to manage risk, while the B-ITa key drivers of the other sites are to improve quality and to increase effectiveness.

So far, we claim that the ICoNOs assessment results are useful for CNOs that meet the CNO characteristics reflected in our definition of CNO (see Sect. 2). That is, collaborations where (i) participants pool costs, skills, and core competences to provide world-class solutions that could not be provided by any of them individually; (ii) information systems are able in each of the participants to respond dynamically to meet the ever-changing customer needs and to communicate and share information among them; (iii) participants have a clear understanding of the common goal(s) and the functions of each of the participating organizations in order to know what is expected from each of them.

5.3 Open Issues

Some interesting open matters remain to be addressed to produce a complete MM. First, we acknowledge that despite the fact that we associated each process area to one B-ITa domain only, these B-ITa process areas have an effect on each other regardless of the domain in which we included them. For example, the process area of ‘Process architecture target formulation’ is an input to the process
area of ‘IS architecture target formulation’ when addressing a design of the information systems required to support the CNO processes. We note that ‘IS architecture target formulation’ is a process area in the IS architecture domain and ‘Process architecture target formulation’ is a process area in the process architecture domain. To identify the possible relationships among the different process areas is part of the work required to provide a complete MM. We also want to provide a clear picture of the relations among the B-ITa domains, as the MAAM [49] does.

Second, to have a complete MM, the ICoNOs MM must incorporate specific goals and practices (see Sect. 4.1) describing characteristics that must be present to satisfy the B-ITa process areas. These specific goals and practices could be seen as the results to be achieved and the activities to be performed in each of the process areas included in the model. Third, validating a MM by means of a comparison with another model is considered a difficult task, as there is no reference model in practice. Therefore, for the evaluate step of the MM development process presented in Fig. 2, we plan to use expert panels [3], focus groups [15, 45] and testing pilots (where sponsorship from CNOs would be necessary in order to use a prototype of the model to appraise the maturity of their B-ITa).

6 Conclusion and Future Work

The goal of this paper is to present (i) a process model that can be used as a guide for developing maturity models, and (ii) the first version of a maturity model to assess processes related to business-IT alignment in collaborative networked organizations (CNOs): the ICoNOs MM. Based on an analysis of the potential applicability of several theories and models in the area of business-IT alignment, we present process areas grouped in four domains: partnering structure, IS architecture, process architecture and coordination (see Sect. 4.3). These domains should be addressed by networked organizations in their efforts to achieve business-IT alignment. Unlike maturity models for assessing alignment in single organizations, the ICoNOs MM is applicable at the CNO level. This maturity model is a promising attempt to properly understand the domains involved in collaborative business-IT alignment in terms of process maturity.

We stress that the ICoNOs MM is a work in progress to be further developed, revised, and eventually modified. Details remain to be worked out in the future as more knowledge becomes available from a case study we are conducting in a CNO to empirically identify whether the process areas included in ICoNOs are present in the investigated case study site. Our work for the immediate future includes identifying the specific goals and practices for each of the process areas (see Sect. 4.1). Future work also includes validating the maturity model as a whole. We plan to use testing pilots, expert panels and focus groups to address this validation.
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