Numerical and experimental investigation of structure-function scaling in turbulent Rayleigh-Bénard convection
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Direct numerical simulation and stereoscopic particle image velocimetry of turbulent convection are used to gather spatial data for the calculation of structure functions. We wish to add to the ongoing discussion in the literature whether temperature acts as an active or passive scalar in turbulent convection, with consequences for structure-function scaling. The simulation results show direct confirmation of the scalings derived by Bolgiano and Obukhov for turbulence with an active scalar for both velocity and temperature statistics. The active-scalar range shifts to larger scales when the forcing parameter (Rayleigh number) is increased. Furthermore, a close inspection of local turbulent length scales (Kolmogorov and Bolgiano lengths) confirms conjectures from earlier studies that the oft-used global averages are not suited for the interpretation of structure functions. In the experiment, a characterization of the domain-filling large-scale circulation of confined convection is carried out for comparison with other studies. The measured velocity fields are also used to calculate velocity structure functions, further confirming the Bolgiano-Obukhov scalings when interpreted with the local turbulent length scales found in the simulations. An extended self-similarity analysis shows that the relative scalings are different for the Kolmogorov and Bolgiano-Obukhov regimes.
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I. INTRODUCTION

Convective turbulence remains the subject of many studies, as it is very commonly found in nature as well as in industry. The problem of turbulent convection is often simplyfied to the classical Rayleigh-Bénard setting: a fluid layer is vertically enclosed between a heated bottom wall and a cooled top wall. The dimensionless forcing parameter, the Rayleigh number, is defined as $Ra = \frac{g \alpha \Delta T H^3}{\nu \kappa}$, with $g$ the gravitational acceleration, $\alpha$ the thermal expansion coefficient of the fluid, $\Delta T$ the temperature difference between bottom and top walls, $H$ their separation, $\nu$ the kinematic viscosity of the fluid, and $\kappa$ its thermal diffusivity. Another dimensionless parameter is the Prandtl number $\sigma = \nu / \kappa$, characterizing the diffusive properties of the fluid.

The scaling properties of structure functions (SFs) and/or spectra provide insight into the small-scale dynamics of turbulent flow. The influence of temperature may be felt in the scaling of turbulence statistics when compared to homogeneous isotropic turbulence. On the one hand, when considering the scalar temperature to be passive, the well-known scalings [1] proposed by Kolmogorov in 1941 (K41) are expected for velocity, with temperature SFs as predicted [2,3] by Obukhov and Corrsin (OC). On the other hand, when temperature is an active scalar, the scalings derived by Bolgiano and Obukhov (BO) [4,5] are appropriate [6,7]. For a comprehensive overview of these scalings, we refer to Ref. [8].

Measurements of SFs and spectra in turbulence are traditionally done indirectly by recording time series of velocity or temperature in a single point. In the interpretation of the results Taylor’s frozen-turbulence hypothesis is invoked, which requires a mean velocity, large relative to its fluctuations, sweeping across the point of measurement. In most convection settings this requirement cannot be met since the mean motion is either too weak or absent. Many of the studies using temporal statistics [9–17] find a range of scales where BO is the valid scaling, be it experimentally or numerically, in velocity or temperature statistics. Direct spatial measurements of the scalings are rare. Evidence for BO scaling from spatial data is found through indirect methods [18,19], but also by direct measurement or calculation [20–22]. However, in another recent experimental study [23] K41 and OC scalings were found exclusively. In this paper we provide arguments for the existence of a BO scaling range at scales larger than those investigated in Ref. [23], with evidence from both direct numerical simulation (DNS) and experiments. This indicates that temperature is indeed an active scalar.

In DNS the focus is on the calculation of turbulent length scales governing the SF scaling: viz., the Bolgiano length $L_B$ and the Kolmogorov length $\eta$. We perform local calculations of these length scales, contrasting the customary globally averaged estimates that use rigorous relations for the dissipation rates that follow directly from the Navier-Stokes equations [24,25].

Velocity measurements in water have been performed using a novel technique, stereoscopic particle image velocimetry (SPIV) [26]. The main asset of SPIV, compared to regular PIV, is that it provides measurements of the normal velocity component in addition to the in-plane components in planar cross-sections of the flow domain. This technique...
allows for direct spatial measurements of velocity SFs simultaneously for the three velocity components. Here we will focus on SFs of the vertical velocity. Our measurements provide direct confirmation of the theoretically predicted BO scaling for buoyancy-driven turbulence. An observation of the azimuthal oscillation of the domain-filling large-scale circulation (LSC) of confined convection (see, e.g., Ref. [27]) provides validation of the experimental setup.

We will first present a summary of the theoretical scaling relations for SFs in turbulent convection (Sec. II). Then the numerical setup is discussed in Sec. III, followed by results from the DNS focusing on SFs and related length scales in Sec. IV. In Sec. V the experimental procedure is presented, along with an experimental validation based upon the azimuthal oscillation of the LSC. Then the experimental SF results are presented in Sec. VI. Finally, a summary of the results with conclusions covers Sec. VII.

II. STRUCTURE FUNCTIONS AND SCALING

The $p$th-order spatial velocity SF $S_p^u(r)$ is defined as

$$S_p^u(r) = \langle \left| u(x-r) - u(x) \right|^p \rangle,$$  \hspace{1cm} (1)

where $u$ is the first component of the velocity vector $\mathbf{u}=(u,v,w)$, $r$ is the separation vector, and the angular brackets denote an ensemble average over many realizations. (In this work $z$ is the vertical direction antiparallel to gravity and $w$ is thus the vertical velocity component.) Similar definitions are used for the spatial SFs of $v$ and $w$. We can now distinguish longitudinal ($r$ in line with the velocity component $u$) and transverse ($r$ perpendicular to $u$) SFs as a function of the separation $r=|r|$. We remark that the dependence on the position $x$ vanishes only for homogeneous turbulence; in the current work, only local homogeneity is intended.

In stably stratified turbulent convection the inertial range is partially influenced by the buoyancy force. Bolgiano and Obukhov [4,5,8] derived a length scale $L_B$, the Bolgiano scale (defined below), above which buoyancy is dominant; in this BO regime (wave numbers $k \ll 1/L_B$) the energy spectrum displays a scaling $k^{-11/5}$. At wave numbers $k \gg 1/L_B$ the well-known K41 $k^{-5/3}$ dependence is found since this regime is inertia dominated. Later it was proven [6,7] that the same scalings are also valid for the unstably stratified case—e.g., Rayleigh-Bénard convection. The corresponding scaling exponents for the $p$th-order velocity SFs are $r^{3p/5}$ for BO and $r^{p/3}$ for K41 (see, e.g., Ref. [8]).

Similarly, the $p$th-order spatial temperature SF $R_p$ is defined as

$$R_p(r) = \langle \left| T(x+r) - T(x) \right|^p \rangle.$$  \hspace{1cm} (2)

These SFs are predicted to scale as $r^{p/5}$ for BO and $r^{p/3}$ for OC [8].

The Bolgiano length $L_B$ is defined as

$$L_B = \frac{\epsilon^{5/4}}{(g \alpha^{3/2} N^{3/4}),}$$  \hspace{1cm} (3)

with $\epsilon(x,t) = \frac{1}{\rho} \nabla u(x,t)$ the turbulent kinetic energy dissipation rate and $N(x,t) = \kappa \nabla T(x,t)$ the temperature variance dissipation rate. Although $\epsilon$ and $N$ (and thus also $L_B$) are local quantities, there are some rigorous relations for these quantities when concerning the entire domain [24,25], providing an a priori estimate of $L_B$. Introducing the Nusselt number $Nu$ as the total heat flux normalized by its conductive part, the following estimate is readily derived [21] (valid for $Nu \gg 1$):

$$\langle L_B \rangle = \frac{Nu^{1/2}}{\left( \alpha Ra \right)^{1/4}} H.$$  \hspace{1cm} (4)

The Kolmogorov length scale $\eta = \nu^{3/4}/\epsilon^{1/4}$ can by similar arguments be estimated as

$$\langle \eta \rangle = \frac{\alpha^{1/2}}{(Ra Nu)^{1/4}} H.$$  \hspace{1cm} (5)

Later, in the discussion of DNS, an inventory of the local length scales will be given along with their dependence on Ra. There it will be shown that the local and globally averaged values are quite different in practice.

III. NUMERICAL ARRANGEMENT

The code used for the simulations presented here has already been extensively used for investigations into turbulent convection—e.g., in Refs. [16,28,29]. Details of the numerical procedure can be found in [28,30]; here, we only present an overview.

DNS concerns the flow in a cylindrical domain of diameter-to-height aspect ratio $\Gamma = D/H = 1$. The bottom and top walls are kept at constant temperatures with the bottom wall at a temperature $\Delta T$ higher than the top wall. The sidewall is adiabatic. All surfaces are no-slip surfaces. The flow inside this volume is governed by the Navier-Stokes and heat equations in the Boussinesq approximation under the constraint of incompressibility:

$$\frac{D\mathbf{u}}{Dt} = -\nabla p + T \hat{z} + \left( \frac{\alpha}{\rho} \right)^{1/2} \nabla^2 \mathbf{u},$$  \hspace{1cm} (6a)

$$\frac{DT}{Dt} = \frac{1}{(\alpha Ra)^{1/2}} \nabla^2 T,$$  \hspace{1cm} (6b)

$$\nabla \cdot \mathbf{u} = 0.$$  \hspace{1cm} (6c)

Here $D/Dt$ represents the material derivative, $p$ is the pressure, $\hat{z}$ is the unit vector in the axial direction counter to gravity, and $T$ is the temperature. The equations have been made dimensionless with length $H$, temperature scale $\Delta T$ (so that $T$ ranges from 0 at the top lid to 1 at the bottom lid), and the free-fall velocity $U = (g\alpha \Delta T)^{1/2}$. Equations (6a)–(6c) have been solved in cylindrical coordinates $(\rho, \theta, z)$. The discretization uses second-order accurate finite-difference approximations for the derivatives in space. This system of discrete equations is then solved with a fractional-step method, and a third-order Runge-Kutta scheme is used for the time advancement.

Statistics from the simulations that are relevant for this article include the heat flux (Nu) and the local values of the
dissipation rates near the cylinder axis owing to the metric dissipations $\epsilon$ and $N$. The heat flux is calculated in two ways: (i) the average wall-normal derivative of temperature, in these units $Nu = (\partial\overline{T}/\partial z)_{\text{avg}}$ with averaging over the bottom and top plate and area and in time; and (ii) a volume and time average of the conductive and convective fluxes $Nu = (\partial\overline{T}/\partial z - (\sigma Ra)^{1/2} w T_{\text{avg}})_{\text{avg}}$. The dimensionless dissipation rates are given by $\epsilon = (\sigma / Ra)^{1/2} |\nabla u|^2$ and $N = |\nabla T|^2 / (\beta^2 Ra)^{1/2}$. These dissipation rates are azimuthally averaged as well as in time; they are calculated as a function of the radial and axial coordinates. It must be noted that this averaging ignores all effects that the so-called large-scale circulation (see Sec. VII) could have; to reach a satisfactory convergence of the dissipation rates, azimuthal averaging is necessary. The duration of the averaging was at least 40$t_T$ for all parameter values. This amounts to roughly 200$t_T$, with $t_T = 2H/U$ the large-eddy-turnover time based on the circulation time of a fluid particle moving with a velocity of order $U$ along an elliptical trajectory inside the cell (cf. the large-scale circulation of Sec. V).

Furthermore, several numerical probes are distributed along two line segments. The probes are positioned at grid points and record the evolution of the three velocity components and temperature at these grid points in time. One line segment, with 74 probes on it, is on the cylinder axis from $z=0.25$ to $z=0.75$. The other, with 118 probes, is a straight line segment at half-height from $\rho=0.25$, $\theta=\pi$ via $\rho=0$ to $\rho=0.25$, $\theta=0$. The probe data are used for calculation of the SFs.

The parameters and resolution settings of the simulations are summarized in Table I. It should be noted that the grid spacing in the axial and radial directions is not uniform. Close to the walls the grid is denser in order to adequately resolve the thin viscous and thermal boundary layers. The simulations are performed at different $Ra$ to investigate the dependence of $L_B$ and $\eta$ on $Ra$. Also a check for the influence of $\sigma$ has been done to relate these results to the experimental data.

The accuracy of the numerical results has been validated in several ways.

First, as was mentioned in Ref. [29] the two methods for the calculation of $Nu$ provide an opportunity to test the grid requirements. Method (i) mentioned above is sensitive to ad-equation resolution in the boundary layers while method (ii) feels mostly the resolution in the bulk. When both methods converge to the same value, the resolution is considered sufficient. This has been verified for all simulations. The difference between the two results was always less than 1%.

Second, the grid spacings have been a posteriori compared to the dissipation scales: i.e., the Kolmogorov scale $\eta$ and the Batchelor scale $\eta_\text{B} = \eta / (\sigma^{1/2})$. In the most demanding simulation ($Ra=1 \times 10^{10}$, $\sigma=4$) the values found for these scales in the bulk are $\eta_\text{B} \approx 2 \times 10^{-3}$, $\eta_\text{B} = 1 \times 10^{-3}$ (Sec. IV). The largest grid-point separation in the bulk is $\Delta z = 4.1 \times 10^{-3}$. The resolution criterion for the bulk, $\Delta z \leq 4\eta_\text{B}$, found to be adequate in Refs. [29,31], is thus fulfilled. Near the walls, the thermal boundary layer (which is thinner than the viscous boundary layer as $\sigma > 1$) is most sensitive to resolution. A good estimate of its thickness is $\delta_T = 1/(2Nu) = 3.1 \times 10^{-3}$. (Nu value taken from Table II). There are 13 grid points found within the thermal boundary layer, so it is well-resolved.

Third, the simulation with $Ra=1 \times 10^{10}$, $\sigma=4$ was repeated using a refined resolution of $257 \times 513 \times 513$. The results are similar to the results from the run at the original resolution. In particular, the Nusselt number was $161.4 \pm 5.6$ while the original result was $Nu=163.1 \pm 5.0$. In view of the similarity of the results the resolution appears adequate.

### IV. NUMERICAL RESULTS

The first part of this section considers the turbulent length scales and their dependence on the position inside the cylinder. Then the SFs calculated from the simulations will be discussed.

It is illustrative for the discussion of the turbulent length scales to first get an impression of the spatial distributions of the dissipation rates $\epsilon$ and $N$ inside the domain. These are therefore plotted in Fig. 1 for the simulation at $Ra=1 \times 10^9$, $\sigma=6.4$. In the other simulations the dissipation rates are similarly distributed. It is very difficult to reliably calculate the dissipation rates near the cylinder axis owing to the metric factors $1/\rho$, $1/\rho^2$, ... that amplify the numerical errors in the squared gradients. For this reason we present only the values

<table>
<thead>
<tr>
<th>$Ra$</th>
<th>$\sigma$</th>
<th>Nu</th>
<th>$\langle \eta \rangle$</th>
<th>$\langle L_B \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^9$</td>
<td>4</td>
<td>$32.9 \pm 1.7$</td>
<td>$8.35 \times 10^{-3}$</td>
<td>$4.06 \times 10^{-2}$</td>
</tr>
<tr>
<td>$2 \times 10^{10}$</td>
<td>4</td>
<td>$40.9 \pm 1.9$</td>
<td>$6.65 \times 10^{-3}$</td>
<td>$3.80 \times 10^{-2}$</td>
</tr>
<tr>
<td>$5 \times 10^{10}$</td>
<td>4</td>
<td>$54.9 \pm 2.2$</td>
<td>$4.91 \times 10^{-3}$</td>
<td>$3.50 \times 10^{-2}$</td>
</tr>
<tr>
<td>$1 \times 10^{10}$</td>
<td>4</td>
<td>$70.9 \pm 2.7$</td>
<td>$3.88 \times 10^{-3}$</td>
<td>$3.35 \times 10^{-2}$</td>
</tr>
<tr>
<td>$5 \times 10^{10}$</td>
<td>4</td>
<td>$122.0 \pm 4.6$</td>
<td>$2.26 \times 10^{-3}$</td>
<td>$2.94 \times 10^{-2}$</td>
</tr>
<tr>
<td>$1 \times 10^{10}$</td>
<td>6.4</td>
<td>$163.1 \pm 5.0$</td>
<td>$1.77 \times 10^{-3}$</td>
<td>$2.86 \times 10^{-2}$</td>
</tr>
<tr>
<td>$1 \times 10^{8}$</td>
<td>6.4</td>
<td>$33.0 \pm 1.4$</td>
<td>$10.56 \times 10^{-3}$</td>
<td>$3.61 \times 10^{-2}$</td>
</tr>
<tr>
<td>$2 \times 10^{8}$</td>
<td>6.4</td>
<td>$40.8 \pm 1.7$</td>
<td>$8.42 \times 10^{-3}$</td>
<td>$3.38 \times 10^{-2}$</td>
</tr>
<tr>
<td>$5 \times 10^{8}$</td>
<td>6.4</td>
<td>$54.8 \pm 2.5$</td>
<td>$6.22 \times 10^{-3}$</td>
<td>$3.11 \times 10^{-2}$</td>
</tr>
<tr>
<td>$1 \times 10^{9}$</td>
<td>6.4</td>
<td>$71.5 \pm 2.6$</td>
<td>$4.89 \times 10^{-3}$</td>
<td>$2.99 \times 10^{-2}$</td>
</tr>
</tbody>
</table>
for $0.1 \leq \rho \leq 0.5$. This, however, is only a minor problem since as shown in Figs. 1 and 2 the isolines of all quantities tend to become orthogonal to the axis as $\rho \to 0$ (thus implying that the inner core of the flow is indeed homogeneous) and the value of each variable at the axis, if needed, can be easily extrapolated from the off-axis regions. The kinetic energy dissipation rate $\varepsilon$ [Fig. 1(a)] has its maximal values inside the viscous boundary layers at the bottom and top plates, as well as on the sidewall. The temperature variance dissipation rate $N$ [Fig. 1(b)] is also high inside the (very thin) thermal boundary layers near the bottom and top plates. However, as the sidewall is adiabatic, no thermal boundary layer is present there, and $N$ shows no strong boundary layer behavior.

The turbulent length scales are, with the current dimensionless units, calculated as follows: $\eta = \sigma^{3/4}/(Ra^{3/8} \varepsilon^{1/4})$, $L_B = \varepsilon^{5/4}/N^{3/4}$. These lengths are depicted in Fig. 2. The Kolmogorov length $\eta$ has the expected distribution, in that it is small inside the viscous boundary layers and attains its maximal value in the center; see Fig. 2(a). The Bolgiano length in Fig. 2(b) has a more complex distribution. Very close to the bottom and top walls, inside the thermal boundary layer, $L_B$ becomes very small. Just outside this region, but still inside the viscous boundary layer near the bottom and top walls, there is a local maximum of $L_B$ [see also the inset of Fig. 2(b)]. Traversing the domain vertically, it then gradually increases toward a roughly constant value $L_B=0.2$ across the bulk. One additional interesting point is that $L_B$ has its global maximum near the sidewall, due to the presence of a viscous boundary layer (large $\varepsilon$) while a thermal boundary layer is absent (small $N$).
FIG. 3. Length scales at half-height as a function of radial coordinate. (a) Kolmogorov length $\eta$. (b) Bolgiano length $L_B$. Solid line, $Ra=1 \times 10^8$, $\sigma=4$; dotted line, $Ra=1 \times 10^9$, $\sigma=4$; dash-dotted line, $Ra=5 \times 10^9$, $\sigma=4$; dashed line, $Ra=1 \times 10^{10}$, $\sigma=4$; dotted line with triangles, $Ra=1 \times 10^9$, $\sigma=6.4$; dotted line with pluses, $Ra=1 \times 10^9$, $\sigma=6.4$. Some simulation results are left out for clarity. The inset in (b) shows $L_B$ as a function of the axial coordinate $z$ ($\rho = 0.2$) for the case $Ra=1 \times 10^9$, $\sigma=6.4$.

To compare the length scales obtained from the simulations we present their values along a horizontal cross section at half-height in Fig. 3. Also, the lengths as calculated from the global averages are given in Table II. In Fig. 3(a) it is found that $\eta$ decreases monotonically in the bulk toward the sidewall and shows a minimum within the viscous boundary layer. At higher $Ra$, $\eta$ is smaller, as is expected for a flow with a higher turbulence intensity. Note also the differences as a result of changing $\sigma$ for the runs with $Ra=1 \times 10^8$ and $Ra=1 \times 10^9$ (dotted line compared to dotted line with pluses and solid line compared to dotted line with triangles, respectively). An increase in $\sigma$ yields a larger $\eta$. The global-average values $\langle \eta \rangle$ from Table II show rather good compliance with the local values at half-height (within a factor of 2).

Continuing to Fig. 3(b), $L_B$ is found to be constant in the bulk region. A comparison with the global-average values shows that the local bulk values can be about one order of magnitude larger. Furthermore, the global-average $\langle L_B \rangle$ values from Table II decrease when $Ra$ increases, while its local value actually increases. These points indicate that the often-used formula (4) for $\langle L_B \rangle$ is not suitable for the interpretation of SF results, since the estimate can be off by an order of magnitude compared to the actual value. Concluding, for resolving a possible BO regime one must investigate scales much larger than the estimate of Eq. (4). A decreased bulk $L_B$ value can be achieved by lowering $Ra$.

From the inset of Fig. 3(b) it becomes clear that $L_B$ is also smaller when approaching the bottom or top plates, but outside of the boundary layers. This observation was also reported in Refs. [19,29,32]. Hence, observation of the BO scaling regime is easier when measuring outside of the central part of the cylinder as $L_B$ is smaller there.

The values for $L_B$, averaged over $0.1 < \rho < 0.4$ at half-height, are shown as a function of $Ra$ in Fig. 4. A power-law fit is given by

$$L_B = 0.024 Ra^{0.107 \pm 0.016}. \quad (7)$$

The slope of this fit matches also with the $\sigma=6.4$ points (crosses), but with a slight downward shift. However, there may be two different regimes to be identified. In the presentation of the experimental SF results in Sec. VI these simulation results (represented by the crosses) will be used to estimate the value of $L_B$ at the center of the cell.

From the simulation results it is possible to calculate both velocity and temperature SFs. We adopt the following steps. Since the grid is nonuniform in radial as well as in axial directions, the numerical probe data were first interpolated onto a uniform grid with a cubic spline interpolation algorithm separately for each time step. Then, direct calculation of the velocity differences as a function of the separation, followed by time averaging, gave the SF results.
Since a smaller $L_B$ allows for a larger range of scales above $L_B$, we start the discussion of the SFs at the lowest Rayleigh number considered, Ra=10^6, with correspondingly the smallest $L_B$ (cf. Fig. 4). For the case Ra=10^6, $\sigma$=4, the temperature structure functions up to order 4 are shown in Fig. 5(a) as calculated along the radial direction at mid-height. They are compensated for BO scaling (circles) and

FIG. 5. Compensated structure functions taken at Ra=1×10^6, $\sigma$=4 of (a) temperature calculated in the radial direction and (b) vertical velocity calculated in the axial direction. The circles denote the BO-compensated SFs, while the dashed lines indicate the OC-compensated SFs. A downward shift of one decade is used for the OC-compensated temperature SFs for clarity. The order $p$ increases from 1 to 4 from top to bottom. The local Bolgiano length $L_B$ is indicated with the dash-dotted line. (c) The second-order SFs of (a) and (b) plotted without compensation: $R_2$ (squares) and $S_2$ (circles), shifted upward by half a decade, with reference slopes (dashed lines).

FIG. 6. Second-order SFs of vertical velocity calculated in axial direction, for $\sigma$=4 and Ra=1×10^8 (circles), Ra=2×10^8 (up triangles), Ra=5×10^8 (squares), and Ra=1×10^9 (down triangles). The four curves are shifted apart for clarity. The Bolgiano length $L_B$, taken from Fig. 4, is included for each Ra (dash-dotted lines). Dashed lines are reference slopes.

for OC scaling (dashed line). Also indicated (dash-dotted line) is the Bolgiano length observed in the central region, taken from Fig. 3(b). It is found that BO scaling is more appropriate for a range of $r$ around $r=L_B$. Indeed, the OC-compensated graphs show no plateau, just a negative slope. The $L_B$ estimate does not exactly indicate the beginning of the scaling range; it is roughly a factor of 2 larger. This is not surprising given that it is a dimensional estimate.

The vertical-velocity SFs calculated in the radial direction exhibit neither BO nor K41 scaling; they show a gradual transition from the $\sim r^p$ behavior expected in the viscous subrange to a plateau at the transverse integral length scale $L_\perp$ (see, e.g., Ref. [33]). However, when the velocity SFs are calculated in the axial direction the BO scaling range can be recognized again. In Fig. 5(b) the SFs of vertical velocity calculated in the axial direction are shown, compensated by both BO and K41 scalings. The local Bolgiano length becomes smaller outside of the central region of the cylinder, but not by much in the range $0.25<z<0.75$; see the inset of Fig. 3(b). But since now we consider a longitudinal SF, the longitudinal integral length scale $L_l$ is found to be larger (for isotropic turbulence this can be quantified: $L_l=2L_\perp$ [33]). Thus a longer scaling range is present between $L_B$ and $L_l$, compared to its transverse counterpart, making its detection easier. It can also be seen that as $p$ increases there is a gradual deviation from pure BO scaling which we suspect is due to intermittency. As found in Fig. 5(c) the second-order SFs show the predicted BO slopes.

Next, we consider the effect of different Ra on the SF scaling. The second-order SFs of vertical velocity calculated in the axial direction are depicted in Fig. 6 at several Ra in the range $1×10^6$ Ra $1×10^9$ and Prandtl number $\sigma$=4. Starting with the lowest curve in Fig. 6, corresponding to the lowest Ra=1×10^6, the SF exhibits BO scaling. This changes into SFs, which display, respectively, an intermediate slope, a separation into two ranges (K41 and BO) observed from compensated plots (not shown here), and finally an only-K41 SF as Ra increases. A more detailed impression of this tran-
sition is difficult to obtain with the current simulation approach, since the separations between the three length scales involved (Kolmogorov length $\eta$, Bolgiano length $L_B$, and the integral length scale $L$) remain rather small. Therefore, the scaling ranges are quite small or are somewhat smeared out in the transition to neighboring ranges; cf. the case $Ra=2 \times 10^8$ in Fig. 6 (up triangles). A larger-aspect-ratio cylinder with increased resolution might better separate the length scales, but to achieve similar Rayleigh numbers would then require considerably more computational resources.

In all other simulations only a K41 scaling range is observed. As an example, and for comparison with the experiments, the SFs of the vertical velocity calculated for the radial direction at $Ra=1 \times 10^9$ and $\sigma=6.4$ are depicted in Fig. 7, again K41 and BO compensated. Here, clearly, K41 is the valid scaling. The local Bolgiano length is larger than for the previous case. In the SF plots there is a change of slope visible above $L_B$; however, the very small range of $r > L_B$ prevents any definitive conclusion on the change of slope. Still, the temperature SFs show BO scaling similar to Fig. 5(a). An analysis using extended self-similarity (ESS) [34] can provide more insight into this scaling; we discuss these results further in Sec. VI.

V. EXPERIMENTAL ARRANGEMENT AND VALIDATION

Our convection cell is depicted schematically in Fig. 8. Letters between brackets in this paragraph and the next refer to labels in this sketch. The cell consists of a Plexiglas cylinder (A) of diameter and height 230 mm (aspect ratio 1). It is closed from below with a 30-mm-thick copper plate (B) with a resistance heater (C) connected underneath and closed from above with a thin (1-mm) layer of Plexiglas (D). Mounted above the cylinder is a transparent cooling chamber (E) through which water is circulated that is kept at a constant temperature by an external cooling bath. There are four tubes connected on either side of this chamber. Inside the tubes finely meshed grids are placed to induce turbulence in the flow inside the cooling chamber to avoid large-scale flow patterns there. A considerable flow of cooling water through the chamber ensures constant-temperature conditions at the top of the cylinder. This transparent construction is necessary for optical access from above. A Pt-1000 temperature sensor inside the cooling chamber (F) is used as the feedback sensor for the cooling bath. It shows maximal deviations of $\pm 0.04 ^\circ$C from the preset temperature (with $\Delta T$ in the range $0.5$–$5 ^\circ$C). The temperature inside the cooling chamber has been measured at several positions within the cooling chamber; the temperature was found to be uniform within measurement precision. Another temperature sensor (G) is placed inside a hole in the copper plate close to the surface that is in contact with the water. The heater controller keeps the temperature of the copper plate constant up to $\pm 0.02 ^\circ$C. The side of the cylinder is surrounded by a square Plexiglas box (H). The space in between the square box and the outer side of the cylinder is also filled with water to facilitate optical access from the side. It should be mentioned that the current setup has parasitic heat leakage through the surrounding box. However, the parasitic heat flux is expected to have only very minor influence on the actual flow inside the container, so for the purpose of this experiment (measurement of flow statistics) it is of little consequence.

The water inside the cylinder is seeded with Dantec polyamide seeding particles of diameter 50 $\mu$m. The particles are nearly neutrally buoyant (density 1.03 g/cm$^3$) and are small enough to not disturb the flow. A pulsed Nd:YAG laser operated at 15 Hz provides a $\approx$2-mm-thick light sheet (I) that intersects the cylinder horizontally at half-height or at 45 mm below the top plate. Two charge-coupled-device (CCD) video cameras (J) (1 megapixel, 10-bit dynamic range), mounted above the cylinder with a common angle (“angular
displacement” configuration [26], record the reflected light from the particles. Off-angle placement of the cameras allows for detection of vertical displacements in addition to horizontal movement, but necessitates the use of camera lens adapters to fulfill the Scheimpflug condition [26]. The stereoscopic angle inside the cell is 51°. Raw images are processed with an advanced SPIV algorithm with misalignment correction [35]. The result is a two-dimensional three-component velocity field in the light sheet.

From the findings of Sec. IV concerning the length scales it can be concluded that a large measurement area is required, since the Bolgiano length $L_b$ covers already roughly one-fourth of the cylinder extent. In this work, the actual measurement area (the common area in the camera images) was roughly $90 \times 120$ mm$^2$ for the measurements at half-height and $120 \times 150$ mm$^2$ for the measurements closer to the top lid. Since a stereoscopic angle is essential for the measurement technique, it is not feasible to measure on the entire circular cross-section of the cylinder simultaneously. The interrogation windows used were $32 \times 32$ pixels in size for the half-height experiments and $16 \times 16$ pixels for the experiments closer to the top lid. A lower mean vertical velocity along with a shorter optical path through the water (more scattered light from the particles is captured) made it possible to decrease the window size for the experiments near the top lid. A 50% overlap between neighboring interrogation windows is used. After processing, the velocity fields consist of $49 \times 57$ vectors on a uniform grid with spacings $\Delta x = 1.66$ mm and $\Delta y = 1.92$ mm for the half-height experiments. From the experiments near the top lid the velocity fields have $107 \times 111$ vectors with spacings $\Delta x = 1.15$ mm and $\Delta y = 1.39$ mm. The total number of vectors is considerably smaller than for PIV studies with a camera of similar resolution and interrogation window size. Only the field of view common to both cameras is used in SPIV; this is only a part of the actual field of view of a single camera. In this case about 75% of the field of view per camera is used, compared to (up to) 100% in PIV.

In the experiments presented here the average temperature of the water was 24.0 °C. Under these conditions $\alpha=6.37$. The three temperature differences used were 0.5 °C, 1.5 °C, and 5 °C, corresponding to $Ra=1.11 \times 10^8$, 3.34 $\times 10^8$, and 1.11 $\times 10^9$, respectively. In the half-height experiments velocity fields are taken in series of about $10^4$ snapshots at 15 Hz, the measurement duration being just over 11 min. For the experiments closer to the top lid a different approach was chosen: each camera recorded two subsequent snapshots, separated in time by 1/15 s. One couple of subsequent snapshots was recorded per second so that in the processing one velocity field per second could be calculated. A total of $4 \times 10^3$ snapshot pairs (and thus also velocity fields) per experiment were taken for a measurement duration just over 1 h. This longer time scale was necessary for the analysis of the large-scale circulation of confined convection, as will become clear from what follows next.

Many studies on turbulent convection focus on the observed structuring of the flow into a domain-filling circulation driven by the cold and hot thermal plumes erupting from the thermal boundary layers on the top and bottom walls. The cold sinking plumes tend to gather on one side of the tank, while hot rising plumes gather on the opposite side. This general motion is known as large-scale circulation. The LSC is known to be active on many large-scale time scales, from an azimuthal oscillation with a time scale of the order of 1 min (for convection cells of similar dimension to the current cell) to so-called rotations and cessations that occur irregularly with intervals of hours or even days. Recent works include [27,36,37].

Here we present an investigation of the azimuthal oscillation of the LSC to compare the performance of the current setup with others. To this end the velocity data of the “high” cross-section are used. To find the azimuthal orientation of the LSC we use an idea from [27]. The orientation $\phi$ of the LSC is defined as the orientation of the (horizontal) vector $\mathbf{U} = \langle u \rangle \hat{x} + \langle v \rangle \hat{y}$. Here the angular brackets indicate spatial averaging over all vectors within a circular area centered at the center of the measurement area, the diameter of the circular area being equal to the $x$ extent of the rectangular measurement area (which is smaller than the $y$ extent). Inside this circular region there are 7314 vectors for averaging. The evolution of $\phi$ in time is recorded and an autocorrelation of this series gives the average oscillation period $\tau_0$. As an example, for the experiment at $Ra=1.11 \times 10^9$, in Fig. 9(a) we plot the evolution of the LSC orientation $\phi$ in time, while Fig. 9(b) holds the autocorrelation $C(\tau)$ as a function of the time gap $\tau$. The oscillation period is recognized as peaks in $C(\tau)$, with the peaks at $\tau_0$, $2\tau_0$, and $3\tau_0$ labeled. In this case $\tau_0=133 \pm 2$ s, where the maxima are found by second-order polynomial fitting of the peak regions and the first 20 peak locations are calculated to estimate the spread. When the oscillation frequency is made dimensionless as $f_0 \equiv \omega^2/(k\tau_0)$, we arrive at $f_0=(2.74 \pm 0.04) \times 10^3$. This value is consistent with the experimentally obtained correlations $f_0 = 0.084 Ra^{0.50 \pm 0.01}$ from Ref. [27] and $f_0=0.201 Ra^{0.46 \pm 0.012}$ from Ref. [38].

The experiments at the other Rayleigh numbers are treated similarly. In the $Ra=3.34 \times 10^9$ experiment this gave $\tau_0=212 \pm 3$ s, based on 15 peaks of $C(\tau)$. This corresponds to $f_0=(1.72 \pm 0.02) \times 10^3$, also consistent with Ref. [27,38]. In the $Ra=1.11 \times 10^8$ experiment there were no clear peaks...
in the autocorrelation graph. At lower Rayleigh number the LSC is less intense and its oscillation period longer. The method used here to detect the LSC is not conclusive in this case. Also, this Ra value is close to the critical value $Ra_c$ for the formation of an LSC ($Ra_c \approx 5 \times 10^7$ was reported in Ref. [39] for a cell of similar dimensions). Based on the current measurement we refrain from drawing conclusions on the LSC at this value of Ra in our setup.

VI. EXPERIMENTAL RESULTS

In this section we discuss the SFs calculated from the measurements taken at the cell half-height. Then extended self-similarity [34] is applied. We finally mention the difficulties we encountered while interpreting the SF results from the measurements taken closer to the top wall.

The first experimental SF result to be discussed is taken at $Ra=1.11 \times 10^8$. It is the prime candidate for BO scaling according to the $L_B$ results of Fig. 4. Of all Ra considered, $L_B$ is smallest in this case, so the largest range above this scale is available. An investigation of the SF scaling is done in Fig. 10, where SFs of orders 1–4 of $w$ are plotted, both BO and K41 compensated. Indeed BO is the appropriate scaling around the $L_B$ indication. The estimate for $L_B$ seems to be slightly higher than the actual value as the scaling range is also observed for smaller separations. As in the previous DNS results the actual scalings deviate rapidly from the theoretical $\sim r^{3p/5}$ predictions, which we suspect is due to intermittency. No K41 range is found below $L_B$; the resolution is insufficient at small $r$.

The scaling range is not very wide. The top end of the scaling range is the so-called inertial length. A SF should reach a plateau at a separation $r$ equal to the inertial length [33]. At larger separations the velocities are uncorrelated, yielding a constant-on-average velocity difference and hence a constant SF value. It is easily verified theoretically that the plateau of $S_2$ should be at $2\langle w^2 \rangle$ [33]. This was observed for the current SF.

Continuing to the higher $Ra=3.34 \times 10^8$, the compensated SFs of $w$ for this case are plotted in Fig. 11. The estimated $L_B$ is indicated by the dash-dotted line. Indeed, a BO range is found around $L_B$. The gradual deviation from pure $r^{3p/5}$ behavior is observed as $p$ increases.

For the highest Ra considered here, $Ra=1.11 \times 10^9$, the compensated SFs of $w$ are shown in Fig. 12. Again, an even wider BO range is evident. The integral length scale is now larger than the measurement area; scaling continues up to the largest $r$. For a very small interval below $L_B$, roughly starting from $r=20$ mm, there is even a slight hint of K41 scaling with a plateau in the third-order K41-compensated SF.
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FIG. 13. Second-order SFs of w for Ra=1.11×10^8 (squares), Ra=3.34×10^8 (triangles, shifted upward by one decade), and Ra =1.11×10^9 (circles, shifted upward by two decades). Again, the corresponding L_B are indicated by the dash-dotted lines. Dashed lines are reference slopes.

As a summary of the experimental SF results, in Fig. 13 we present the second-order SFs for the three Ra values in one figure. The shift of L_B, and also the range of scaling, as a function of Ra is apparent.

We next directly compare the numerical SFs to the ones obtained from experiment. A comparison of cases that have indications of both K41 and BO scaling ranges is shown in obtained from experiment. A comparison of cases that have indications of both K41 and BO scaling ranges is shown in Fig. 14, including the DNS results at Ra=2×10^8 and Ra =5×10^8, both at σ=6.4, and the experimental result at Ra =3.34×10^8, α=6.37. On the low-r end, the available resolution in the experiment causes the dissipative range to be represented with lower accuracy. In the DNS the transition from the K41 scaling to the steeper scaling at higher r is found at a length scale of about a factor of 2 larger than in the experiment. The differences between simulation and experiment are evident as the idealized condition represented in the numerics is compared to the experimental setup with its uncertainties and external influences. There is general agreement, and the scaling regimes are well captured by both.

Power-law fits in both regions with scaling give the exponents $\xi_p$, which can be conveniently plotted against the order $p$, as is done in Fig. 17. The fits of the non-BO regime (triangles, squares, and circles) coincide very well and follow the predictions of the hierarchical-shell model proposed by She and Leveque [40] (dashed line). In the BO regime (diamonds, crosses, and pluses) there is a deviation, which would indicate stronger intermittency effects. There is a larger spread of the three measurements compared with the non-BO results. It is possible that there is some Ra dependence to be found, with the measured result most likely somewhat contaminated by the non-BO range as Ra increases. It must be stressed here that $\xi_p$ are relative scaling exponents $S_p(r) \sim [S_3(r)]^{\xi_p}$ and not absolute scalings $S_p(r) \sim r^{\xi_p}$ (see, e.g., Grossmann et al. [41]), and they can only be equal if $\xi_3=1$, which is clearly not valid here.

We also performed an ESS analysis for the DNS results of Sec. IV. The same trend was observed: the slopes change at a point corresponding to a scale somewhat smaller than L_B. Consistently, this point is found at larger scales for higher Ra.

It has been mentioned in Sec. IV that a BO range should be more readily measurable at vertical levels closer to the top or bottom of the cell, since there L_B is smaller and thus an
extended range of larger scales is attainable in the measurements. Thus, SFs have also been calculated from the velocity data taken nearer to the top plate. In Fig. 18 an example plot of the second-order SFs of $w$ calculated in both $x$ and $y$ directions can be found. At a certain separation $r$ the curves diverge. This is an effect of the LSC and the separation of upward and downward motions; it is acting as a linear shear disturbance, the direction of which oscillates in time.

The situation is sketched in Fig. 19. It is known that, for homogeneous shear flow, the shear induces changes in the SFs for $r/L < (\varepsilon/\alpha)^{1/2}$ (with $\alpha$ the shear strength) [42]. The calculated SFs change: effectively the averaged effect of the shearing is a disturbance when SFs are calculated in the same direction as the velocity gradient, and additionally there is a time-dependent disturbance from the oscillation. In the sketch we also indicate why this effect was not encountered in the measurements in the central region of the cell. Due to the on average elliptic shape of the LSC [43], the gradient is present in the measurement area closer to the top, while falling largely outside the measurement area in the quiescent central region. It is possible to let the “sheared” SFs of Fig. 18 calculated in both directions coincide by a rotation of the coordinate frame, as is also shown in the figure. Such a rotation can unfortunately only correct for the time-independent disturbance. The time-dependent disturbance remains, contaminating the SFs.

The calculated SFs change: effectively the averaged effect of the shearing is a disturbance when SFs are calculated in the same direction as the velocity gradient, and additionally there is a time-dependent disturbance from the oscillation. In the sketch we also indicate why this effect was not encountered in the measurements in the central region of the cell. Due to the on average elliptic shape of the LSC [43], the gradient is present in the measurement area closer to the top, while falling largely outside the measurement area in the quiescent central region. It is possible to let the “sheared” SFs of Fig. 18 calculated in both directions coincide by a rotation of the coordinate frame, as is also shown in the figure. Such a rotation can unfortunately only correct for the time-independent disturbance. The time-dependent disturbance remains, contaminating the SFs.

The situation is sketched in Fig. 19. It is known that, for homogeneous shear flow, the shear induces changes in the SFs for $r/L < (\varepsilon/\alpha)^{1/2}$ (with $\alpha$ the shear strength) [42]. The calculated SFs change: effectively the averaged effect of the shearing is a disturbance when SFs are calculated in the same direction as the velocity gradient, and additionally there is a time-dependent disturbance from the oscillation. In the sketch we also indicate why this effect was not encountered in the measurements in the central region of the cell. Due to the on average elliptic shape of the LSC [43], the gradient is present in the measurement area closer to the top, while falling largely outside the measurement area in the quiescent central region. It is possible to let the “sheared” SFs of Fig. 18 calculated in both directions coincide by a rotation of the coordinate frame, as is also shown in the figure. Such a rotation can unfortunately only correct for the time-independent disturbance. The time-dependent disturbance remains, contaminating the SFs.

FIG. 18. The second-order structure functions of $w$, measured near the top wall at $Ra=1.11 \times 10^9$. Before correction: circles for $S_w^2$ calculated along $x$, squares for $S_w^2$ calculated along $y$. After correction (coordinate axis rotation of 0.92 rad): up (down) triangles for $S_w^2$ calculated along $x$ ($y$). The corrected SFs are shifted up for clarity.

The situation is sketched in Fig. 19. It is known that, for homogeneous shear flow, the shear induces changes in the SFs for $r/L < (\varepsilon/\alpha)^{1/2}$ (with $\alpha$ the shear strength) [42]. The calculated SFs change: effectively the averaged effect of the shearing is a disturbance when SFs are calculated in the same direction as the velocity gradient, and additionally there is a time-dependent disturbance from the oscillation. In the sketch we also indicate why this effect was not encountered in the measurements in the central region of the cell. Due to the on average elliptic shape of the LSC [43], the gradient is present in the measurement area closer to the top, while falling largely outside the measurement area in the quiescent central region. It is possible to let the “sheared” SFs of Fig. 18 calculated in both directions coincide by a rotation of the coordinate frame, as is also shown in the figure. Such a rotation can unfortunately only correct for the time-independent disturbance. The time-dependent disturbance remains, contaminating the SFs.

FIG. 19. Sketch of the elliptic LSC and the induced linear shear. At the off-center vertical position the gradient is present within the measurement area, while in the central region no noticeable gradient effect is found.
Considering the shear induced by the LSC, there is an article that covers this issue [44]. It is argued there that the BO range may be indistinguishable from a shear-contaminated regime with spectral scaling \( \sim k^{-7/3} \) and thus velocity SFs as \( \sim r^{-3} \). When looking at Fig. 12, the crosses compared to the circles, the valid scaling is clearly BO, and not the steeper \( r^{-3} \) due to the shear. Indeed, the measurement area remains far from the cylinder walls, contrary to the SF of Fig. 18 where the SF indeed appears to be affected by the shear.

Indeed, a BO scaling range is found in turbulent convection, but only at rather large separations. The estimates of the Bolgiano length obtained from the numerical simulations are of the correct order. Exact compliance is not found. This is not surprising considering that \( L_B \), formula (3), is only a dimensional estimate, and the experiment is of course different from the “idealized” numerics with perfect boundary conditions.

When comparing the current results to those of Ref. [23], it may seem that the two studies contradict each other. In that study, using a similar setup and measurement technique, only K41 and OC behavior was found. There are some important differences concerning resolution and total measurement area that explain the apparent discrepancy. In Ref. [23] the focus is on the smaller scales, with a constrained measurement area that explain the apparent discrepancy. In Ref. [23] the focus is on the smaller scales, with a constrained measurement area of \( 40 \times 40 \) mm\(^2\) and a superior resolution (distances between velocity vectors 0.66 mm) in the center of a \( H=193 \) mm cell. For the experimental settings of Ref. [23], with \( Ra=1.0 \times 10^{10} \) and \( \sigma=4.3 \), the simulation in Sec. IV yields a local Bolgiano scale \( L_B \approx 0.29H \). In dimensional form, \( L_B \approx 56 \) mm. Since the local Bolgiano scale is larger than the sides of the measurement area, BO cannot be measured and the K41 and OC scalings found in the SFs are actually the expected result. In the present study the K41 and OC scalings are not so pronounced because of a coarser resolution. But the BO scaling was found in the SFs by virtue of the larger spatial range. So this paper and Ref. [23] complement each other in that respect.

VII. CONCLUSIONS

The structure-function scaling in turbulent convection has been investigated both numerically and experimentally.

With direct numerical simulations an analysis of the turbulent length scales in convection has been carried out. The estimates that arise from the exact relations for the dissipation rates provide a good estimate for the local Kolmogorov length in the bulk. The estimate for the Bolgiano length, however, may even be off by an order of magnitude compared to the actual local values. Furthermore, this often-employed estimate of the Bolgiano length decreases as the Rayleigh number is increased, yet the local \( L_B \) values in the center show an opposite correlation. Thus the interpretation of structure-function results using the global-averaged turbulent length scale estimates fails.

Velocity structure functions calculated from the simulations have shown either Bolgiano-Obukhov scaling at \( Ra=10^8 \) or Kolmogorov scaling for the higher Rayleigh numbers. The spatial resolution and maximal separation were inadequate for observation of both regimes at the same time. Temperature statistics were in compliance with active-scalar (Bolgiano-Obukhov) behavior.

Velocity data obtained in the experiment using SPIV were used to characterize the so-called large-scale circulation typical of confined convection. The well-known azimuthal oscillation of this circulation was described, and its oscillation period matched well with previously reported results.

The velocity data were also used for the calculation of velocity structure functions. Again, Bolgiano-Obukhov scaling was present at large separations, in line with the DNS results on the turbulent length scales. By using ESS it has been found that the relative scalings of the structure functions are also different in the two regimes.

One other suggestion that comes forward from this study is that investigations on the SF scalings could benefit from a larger-aspect-ratio cell. A larger measurement area compared to the Bolgiano scale can result in a longer scaling range. Furthermore, effects due to the proximity of the sidewalls, also discussed in Ref. [23], can probably be avoided, as well as the “shearing” effects of the LSC.
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