Abstract

How do actors involved in the acquisition of a capital good assess the importance of its attributes? And what is the role of expertise? Numerous instruments exist for measuring the importance attached to attributes, but little is known about the importance assessment process that precedes these importance judgments.

Expectations concerning the behaviour of actors facing non-routine importance assessment problems are tested, yielding some interesting results. Firstly, the behaviour of these actors is consistent with a newly developed phase model. Even with a non-routine problem, structuring the assessment problem takes less effort than the actual weighting. Surprisingly, weighting attributes in isolation gets much more emphasis than weighting them against each other, despite the latter being the essence of importance judgments. Despite the subjects being laymen, they showed high confidence in their work.

Finally, predictions concerning the behaviour of experts are made, based on Van der Heijden’s [1] dimensions of expertise.
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1: Introduction

Let us first introduce the problem area with a brief case description. Consider a firm that transports passengers to and from an airport some 150 km away. Its clients are, for various reasons, unable or unwilling to travel by car or by public transport. Years ago, a previous manager bought a fleet of Volkswagen minibuses that have to be replaced in the coming year. The minibuses that are available on the market differ from each other in many respects, such as ease of maintenance, running costs, safety features, passenger capacity, passenger comfort and so on. These different minibuses’ characteristics can be labelled with the term ‘attributes.’

As the present, recently employed, manager wants to standardize on one type of minibus, he has to decide which type to acquire. In order to do this, he needs to decide how important the various characteristics of the minibuses are to him. Is ease of maintenance more important than passenger comfort? If this is the case, and if he has to choose between minibus A that is not so comfortable but easy to maintain and bus B that is more comfortable but also more difficult to maintain, he’ll probably choose bus A. But what if bus A is somewhat easier to maintain, but bus B is a lot more comfortable?
Then the manager has to decide how much more important ease of maintenance is to him compared with comfort.

This example has several characteristics that managers are often confronted with. Firstly, his challenge is to make a choice in a situation where it is unlikely that one alternative is the most favourable with regard to all characteristics. It cannot be expected that one minibus is best in all respects compared to all other minibuses. Secondly, the task at hand is not a routine decision. It will occur no more often than once every so many years. Besides, on each occasion the attributes of the available minibuses will probably have changed, as may be the case regarding the importance of these attributes. Minibuses may have become more comfortable, but clients may rate comfort increasingly important. The manager can be considered an expert when running a fleet of minibuses is concerned. But to what extent does this specific expertise help him?

A rational manager who faces a non-routine decision like the one in the case description basically has two tasks:

1. He has to decide on the relevant attributes and on the importance of each of these attributes, in terms of its influence on the final choice. The thinking process about attribute importance is called the process of importance assessment and results in an importance judgment: the weight given to an attribute.
2. He has to assess the values of the attributes of each alternative to be taken into consideration. Given the importance judgment on each attribute, the most attractive alternative can then be chosen.

In this article, we will focus on the first problem: how do actors in non-routine decision-making arrive at an importance judgment? The goal of this study is firstly to develop a generic model of the importance assessment process and secondly to identify the role of expertise in non-routine decision-making.

From a managerial perspective, the importance assessment problem is of interest, as it neither implies a completely logic-driven problem nor a completely value-driven problem. The concept of ‘importance’ implies that the actor concerned has personal goals, norms and values, or at least preferences with an affective component. But no actor, at least when functioning within an organization, can afford to be too much led by personal preferences. The manager in our case would use financial, strategic or operational arguments to justify his decision in order to, for example, convince the bank to lend him money for the purchase. Thus, an importance assessment calls upon the ability to solve logical problems, yet it always includes dealing with affective elements as well. The amount of expertise the assessor has does not matter in this respect. Both novices as well as experts are subject to this personal element in the decision making process.

We are especially interested in decisions where one can expect that the degree of expertise influences the way in which the importance assessment is made. On the other hand, the decisions concerned should not be routine decisions, whether the actor is a layman or an expert. In that situation the decision-maker would be able to fall back on previous importance judgments. Going through the importance assessment process would not be necessary.

This goal sets two important conditions for our study. Firstly, the decision to be studied should be, as stated before, a non-routine decision. We chose the decision described in the introduction: the acquisition of minibuses. Secondly, we had to control the degree of expertise. We did not compare experts with laymen, for reasons explained later. Instead, we studied actors who were not experts in the field of the particular decision situation (in our case: buying minibuses) but who were qualified as decision-makers in the sense that they possessed:

- a general awareness of the field the decision was about;
- general reasoning skills;
- general problem-solving skills;
- experience with self-evaluation (reflection on performance).

Even if actors possess these qualifications, it is of course not certain whether they will use them in a non-routine decision setting and, if so, in what way.
In this article, actors who possess the above-mentioned qualities are called ‘laymen’. We define laymen as actors with little or no experience in the task to be fulfilled. This pertains both to the content of the task, (in our example the task pertained to minibuses) as well as to the procedure to be executed (making an importance assessment). An expert, on the other hand, is a person who has a certain amount of experience with the content of the task (the manager in our example is considered an expert because he is familiar with operating minibuses). The expert may also have experience with the procedure to be executed, but this is not necessary, and in this article we focus on actors for whom the task is not routine. So, whatever experience they have with making importance assessments in the case of minibuses should be limited. The manager in our example may know a lot about operating minibuses, but he has very limited experience, perhaps none at all, in assessing the importance of safety versus comfort. This definition corresponds with the characteristics of experts common in the literature [2], with the exception that most literature we find no combination of a high level of content expertise with a non-routine problem. In other words, in most studies of expertise, experts are assumed to have both the content (domain) knowledge and are familiar with the problem at hand.

In the next section we will start with a brief theoretical overview on the process of importance assessments and judgments (for an elaborated version see the PhD thesis by Heerkens, 2003). Subsequently, we will go into the theory on expertise. Expectations are then formulated with regards to certain aspects of expertise (Section 3), followed by the research methodology (Section 4) and the resulting model of the weight assessment model (Section 5). Expectations are tested in Section 6. Finally, we will go into some limitations of the study and we will suggest an agenda for further research (Section 7).

2: Theoretical framework

Scientific relevance

Our study is new in several aspects. Existing literature [3] provides a general indication of phases in problem solving. However, no specific model for the phases in importance assessment exists. Various normative models for eliciting weights (importance judgments are available [4], as is a vast body of knowledge on the behaviour of experts (for an overview, see [1]). But the literature concerns the result of importance assessment (the weights elicited from and used by decision-makers) and behaviour of experts solving logical, analytical problems. The way importance assessments are made remains a ‘black box’. Understanding the importance assessment process is vital if we want to give decision-makers instruments to help them with these assessments.

Most research on expertise has concentrated on cognitive issues like the mental representation of problems, the role of domain-specific knowledge, the use of solution algorithms and heuristics and the role of logical reasoning [2, 5, 6, 7]. Insofar as importance assessments have been addressed, they were either seen as ‘black boxes’ or analysed in the context of logical reasoning or external factors. Examples of research questions that have been addressed are: ‘Which arguments do experts and laymen have for their importance judgments?’ and ‘To what extent does domain knowledge influence the judgment?’ [8 and 9].

Views on expertise: the linking of expertise and importance assessment

In research on decision-making there are two views about experts. The first view, which emerges from behavioural research on decision-making, is sceptical about experts. Data suggest that experts from a wide range of expertise domains are not much better predictors than less experienced people. Furthermore, this view suggests a simple technology for replacing experts, i.e. a linear regression model (for example in the domain of medical diagnosis, using illness symptoms and medical judgments as inputs) [10]. The regression does not mimic the thought process of an expert, but it probably makes more accurate predictions than the expert does. In some cases a linear regression model containing only three or four variables may accurately predict experts’ behaviour [11] despite experts often believing that they take into account a large number of factors in their decisions.
The second view, stemming from research in cognitive science, suggests that expertise is a rare skill that is developed only after much instruction, practice, and experience. The cognition of experts is more sophisticated than that of laymen; this sophistication is presumed to produce better predictions. This view suggests a model that strives to mimic the decision policies of experts, i.e. an ‘expert (or knowledge-based) system containing lists of rules experts use. Such an expert system tries to match, not exceed, the performance of the expert it represents.

Whereas behavioural decision theory emphasized the performance of experts, cognitive science usually emphasizes differences in experts’ processes [8]. In this contribution we use the cognitive approach. The main justification for our approach lies in the fact that expertise and expert behaviour can only be understood by studying the phenomena as they are, in their full complexity, and not by ‘fragmentations’ into ‘simplified’ research questions. Observing the behaviour by means of think-aloud protocols enables us to uninhibitedly take stock of different (chains of) phases respondents go through while making an importance assessment. Also, we can analyse the approach of each subject in terms of expertise-related characteristics. Thus in our approach process and expertise characteristics are related. As far as we know, identification of these relationships has not been achieved before.

Research on dimensions of expertise

Much research has been done on the way experts such as doctors, investment brokers, judges, typists and pilots perform their tasks, often focusing on differences between laymen and experts (see for example [2, 5, 6, 7 and 12]). Lots of efforts have been made to develop a general theory of expertise. Sternberg [13] has tried to place various European and American contributions on expertise in a more general framework that encompasses all of the various conceptions or aspects of expertise. Glaser [14] was the first who tried to summarize his thoughts on expertise in a set of propositions. He succeeded in encapsulating his thoughts in a set of more or less general statements. Expertise is the result of a continuous development process. It is very specific and development of expertise is influenced by task demands in the course of experience, to mention but a few.

Although the picture of expertise is biased on account of the highly structured domains in which it has been studied, compared with the study of expertise in complex professional domains like management wherein periodically importance judgements are asked for, it has proved to be very useful as a starting-point for the understanding of the phenomenon and to discover its compiling ingredients [1, 12].

Theoretical and empirical controversy abounds with regard to the understanding and potentials of the concept of expertise. The divergent meanings attached to the concept of expertise create great confusion mainly owing to the domain-specific character of expert behaviour (c.f. [15, 16 and 17]). Because of the fact that most of the researchers restrict themselves to one domain of expertise and try to examine outstanding behaviour in that particular domain [2, 6 and 7], the understanding of the concept in general is greatly in need of elaboration. A compilation of expertise research and subsistent ingredients that altogether compose professional expertise was made by Van der Heijden [1, 12]. Subsequently, the concept of professional expertise has been operationalized in a multi-dimensional way.

Results of studies on expertise seem to show unanimously and quite clearly that expertise comprises
1: a knowledge component,
2: a skills component and
3: a meta-cognitive knowledge component.

In these components, the qualification requirements for decision-makers can be recognized. General field awareness falls under the knowledge component. Reasoning and problem-solving skills are part of the skills component. Experience with self-evaluation falls under the meta-cognitive component.

Nonetheless, the study by Van der Heijden [1 and 12] among professionals from different job fields, made it clear that these three components are not sufficient to cover the phenomenon of professional expertise in its entirety. Measurement of cognitive abilities and skills is not enough to
fully cover the construct (see also [18 and 19]). Motivational aspects and self-insight, as well as social skills, social recognition and growth capacities are important interactors and moderators. That is to say, there is a compelling reason for the proposal of a broader type of measurement, in which cognitive abilities and overt skills play an explicit, but partial role [1, 12]. For sake of clarification the different dimensions will be explained briefly.

The knowledge dimension comprises the different types of knowledge that are inherent to a certain professional field. These different types of knowledge are declarative knowledge (‘knowing that’), procedural knowledge (‘knowing how’) and conditional knowledge (‘knowing when and where or under what conditions’) [20].

The second (skills) dimension has to do with the skills an employee needs to perform the required professional tasks. Once the activities and responsibilities have been defined, it is clear which skills are necessary to perform a given job. A person can only be referred to as an expert if his or her overt behaviour demonstrates the capacity to perform qualitatively well in a particular domain in terms of benchmarking with colleagues. This component of professional expertise is called the dimension of professional skills. These skills can pertain to the content of the area of expertise, like being able to work with certain software, and process skills, like communication (writing) and project management skills.

This third dimension is the so-called meta-cognitive knowledge dimension (‘knowing about knowing’ or ‘knowing that one knows’). This dimension, that has to do with self-insight or self-consciousness, is known by a wide variety of names: meta-knowledge, executive control knowledge, self-knowledge, regulative knowledge and meta-cognitive strategic knowledge, to mention but a few.

Yet, notwithstanding the importance of knowledge and skills professional expertise can only exist by virtue of being respected by knowledgeable people in the work setting. Even where people are to a large extent endowed with different types of knowledge, with capability for self-regulation and with the capacity to perform quickly and competently, they may not be labelled as specialists. It seems reasonable to presume that other mechanisms play a part in the assessment of people as to whether they are talented or not. It is very important to be able to develop impression management skills, social intelligence and communication skills. That is, the fourth dimension of expertise: acquisition of social recognition is of high importance in professional settings. As will be shown, in this study this dimension boils down to presentation skills.

A fifth dimension that has been identified by Van der Heijden is the dimension of growth and flexibility. People who are capable of acquiring more than one area of expertise within adjacent or radically different fields, or who are capable of acquiring a strategy to master a new area of expertise or expert performance in another territory can be termed ‘flexperts’ [21]. These are people who are both flexible and in possession of expertise. In terms of decision theory, growth can be labelled as learning.

The central characteristics of professional competence or expertise in current working life are change-orientation and multi-dimensionality [22]. The adaptability and flexibility requirements of an individual employee are based on the continuous changes and transformations taking place at different levels (the individual worker, the job organization and the labour market policy) and on their interaction as well as on global developments, such as that of technology and economy.

To prevent unnecessary elaborations, a short outline has been given here. For the interested reader, we refer to an elaborated outline in the thesis by Van der Heijden [1] and in the article on the psychometric studies that indicate satisfying reliability and validity of the five-scale instrument [12]. In this contribution we aim to judge the benefit of activities in the assessment process by placing them into the multi-dimensional expertise framework by Van der Heijden, with emphasis on the aspects 1, 2, 3 and 4.

3: Expectations concerning the weight assessment process from the perspective of expertise

Based on the theoretical insights discussed above, some expectations are formulated concerning importance assessment in the context of non-routine problems. We speak of expectations and not of theories because we were not able to assure statistical validity, due to the small number of subjects.

This study concerns individual weight assessment processes at a single point in time, for reasons discussed later. So the first three of Van der Heijden’s dimensions were the most important.
No expectations were formulated concerning social recognition in general. But actors may be expected to consider how the results of their work are received in an organizational environment, even if we do not study the functioning of the actor within organizations. This means that the dimension of social recognition boils down to the preparation of the *presentation* of the results in a way that maximizes recognition of the quality of the importance assessment performed by an actor. The fifth dimension, learning, was not an issue in our study. Apart from the unintentional learning by fulfilling the assignment, we assume learning did not take place.

Before we address expectations concerning Van der Heijden’s dimensions of expertise, which pertain to specific elements of the importance assessment process, we formulate an expectation about the structure of the importance assessment process as a whole.

*The general structure of the assessment process*

As stated earlier, our study concerns laymen who are qualified as decision makers because they possess, amongst other things, general problem-solving skills. It seems logical that actors possessing these skills will use them to devise a solution method for a problem that they have no previous experience with. After all, these skills are all they have readily available to solve the problem. When operating in an organizational context, not explicitly or implicitly devising some sort of structured way to approach the problem does not seem to be an option, for the results are likely to have to be communicated to - and judged by – other actors in the organization. So, problem-solving skills can play an important part in structuring importance assessments. We expect to be able to detect a use of problem-solving skills by identifying a general layout – to be formalized in a model - of the way actors perform importance assessments. Once we succeed in constructing a model of the importance assessment process, we expect phases can be recognized analogous to those found in problem-solving models. In the literature, the problem-solving approach is an established way of describing human mental activities [3, 13, 23, 24, 25, 26]. It will become clear that the model we have developed in order to test expectation 0 will allow us to set the analytical framework for dealing with subsequent expectations.

Therefore, we formulate the following expectation:

*Expectation 0: Subjects use general problem-solving strategies.*

Indicators for this expectation are:
- the use of a problem-solving approach in which the phases of a general problem-solving model can be recognized. It will become clear that our model of the importance assessment process largely follows these phases.
- the decomposition of the problem in sub-problems. An obvious manifestation would be the decomposition of attributes in sub-attributes.

*Knowledge*

Van der Heijden [1] describes as indicators of the knowledge dimension relevant for our study: the ability to apply knowledge to new, unfamiliar problems, having technical knowledge (what we earlier called field awareness) and having an arsenal of problem-solving strategies. The actors we study score low on these indicators. Their reasoning skills may help them solving new problems, but they have only rudimentary field awareness. There is no reason to suppose that actors facing non-routine problems have an arsenal of problem-solving strategies available for it. This applies especially to making explicit and motivated importance assessment for an organization. The actors may have a feeling about the importance of attributes, and may be able to generate arguments so support their judgments, but they don’t have a dedicated structure to fit their cognitive activities in.

This lack of a dedicate structure means that the actors are likely not to have a clear idea about the attributes to be weighted. There are several ways the actors can clarify the nature and meaning of the attributes: by formally defining them or by splitting, or decomposing, them into sub-attributes (as already mentioned above). We had no idea how whether actors would use definitions, but there is
literature available on the decomposing of attributes in importance assessment tasks [27]. Because actors are not expected to have a clear idea of the meaning of the attributes to be weighted, we expect them, if they decomposed attributes, to generate large numbers, and a great variety, of sub-attributes, so as to avoid having to attach specific, narrow meanings to attributes. Now what is ‘large’? Research indicates that decisions of actors can to a great extent be predicted accurately using a linear additive model containing only three to four attributes [11], although actors generally think that they take many attributes into consideration. By analogy, one would expect that three to four sub-attributes would be sufficient to capture the meaning of an attribute accurately enough to serve as a basis for decisions. If we assume actors use more sub-attributes than necessary, then we feel that in our test we can settle for a three- to fourfold redundancy in sub-attributes as an operationalization of “more than necessary”, so we take the round number of ten sub-attributes per attribute.

Therefore, we formulated the following expectations.

**Expectation 1:** Subjects take into account at least ten sub-attributes for each of the two attributes to be weighted

The indicator for testing this expectation is the number of aspects (sub-attributes) that safety and comfort are decomposed into.

Facing non-routine problems, the actors that are the subjects of our study lack the insight in the problem area needed to analyse causal relationships between (sub-)attributes. After all, they have only general field awareness. Establishing causal relationships can be relevant for weighting. It can lead to the use of a common denominator, like money. The relative effects of safety and comfort on a variable related to money, like revenues of the minibus company, could be used as an indicator of the attributes’ importance. Establishing causal relations can also be used for eliminating redundant attributes. For example, if braking distance is a sub-attribute of safety and weight determines braking distance, it is useless, even dysfunctional, to consider both weight and braking distance in assessing the safety of a minibus. Finally, insight in causal relationships can be used as a form of framing the problem, getting a ‘mental model’ of what ‘safety’ and ‘comfort’ actually mean.

**Expectation 2:** Subjects will not concern themselves with explicit causal relationships between (sub-)attributes.

Several indicators of the concern for causal relationships are possible, like the number of segments in the think-aloud protocols pertaining to causal relationships and the explicit use of methods for establishing such relationships, like cognitive mapping. We don’t use the first indicator because it says nothing about the number and importance of causal relationships eventually established, but we use the second one. We also use the extent of integration (taking together) of sub-attributes. If sub-attributes A and B are taken together as attribute C, we assume that subjects establish a causal relationship between A and C and B and C, respectively. In the example of the minibus decision: if ‘quality of brakes’ and ‘acceleration’ are integrated as ‘active safety’, then we assume that the quality of the brakes and the acceleration that the minibus can attain determine active safety.

As stated, for expectation 1, we used as an indicator the number of sub-attributes in which an attribute is decomposed. Whereas there is an obvious relationship between an attribute and its sub-attributes, this need not be a causal relationship but may merely be an implication that there is some sort of a relationship, or a specification relationship (the sub-attribute is a specific form of the main attribute). So, we don’t use the number of decompositions as an indicator for expectation 2.

Actors possessing only rudimentary field awareness would not have sufficient knowledge (let alone skills) for applying methods and techniques specifically aimed at making importance assessments. Such methods and techniques include: the many methods developed to elicit weights that people attach to attributes (sometimes without themselves knowing it). It would, for example, be possible for actors to imagine for themselves choices between a number of alternatives with varying
values on a number of attributes, and then, based on these choices, infer the weights that they use. We do not expect actors dealing with non-routine problems to use such sophisticated methods.

**Expectation 3: Subjects do not use methods and techniques specifically aimed at making importance assessments.**

As indicators we used firstly the explicit mentioning and subsequent use of specific methods, or the use without explicit mentioning, but in that case the use had to have some level of consistency. For example, some weight elicitation methods involve pairwise comparison of (sub-)attributes. Now if expectation 1 can be accepted and subjects indeed generate many sub-attributes, there are bound to be some incidental pairwise comparisons. But to qualify as a method, there should be consistent pairwise comparison, with a clear conclusion in the end concerning the weight values.

Utility theory states that the attractiveness of an alternative is expressed in the summation of scores on the various attributes, multiplied by their weights [4]. The product of the score and weight of an attribute is called the partial utility of that attribute. The sum of the partial utilities is the total utility (attractiveness) of the alternative. So, utility theory assumes that a person judging an alternative has some concept of (partial) utility that makes various attributes comparable to each other. When utility theory is applied properly, the scores of all attributes are expressed in the same dimension, or on a common dimensionless scale, like a five-point scale. So, all possible scores of each attribute are translated to a score of, for example, 1 to 5. This would mean that weights are also expressed on a common scale. After all, the products of scores and weights all have the same dimension: (partial) utility. In that case, the importance of attributes need not be established by comparing them and deciding whether one attribute is more important than the other. One could just attach an importance value to each attribute individually, just like you can see from the speedometer how fast a car is going without having to compare its speed to that of other cars on the road.

For actors dealing with non-routine problems, absolute weighting has the advantage that no difficult direct comparisons with other attributes are required. The comparison of attribute importance follows from the weights themselves. For example, if safety gets absolute weight 0.4 and comfort 0.6, then comfort is more important than safety even if they have not been directly compared. Of course, comparison could lead to adjustment of the weights, but that is optional. Also, questions could be raised about the validity of weights given without comparison to other attributes, but that need not make the method less attractive for actors facing importance assessment problems that may be difficult for them to solve anyway.

So, if we assume that actors reason according utility theory, we could formulate the following expectation:

**Expectation 4: Subjects express the importance of each attribute on an absolute scale.**

As an indicator we used the average amount of effort subjects spent on weighting attributes in isolation (‘safety is important’) versus comparing the importance of attributes (‘safety is more important than comfort’). But this is not enough. Actors can weigh attributes in isolation and yet use different scales for each attribute (whether this is sensible or not). They may even use identical or similar scale values like ‘quite important’, ‘really important’ and the like without meaning the same in each case. So, as a second indicator we look at the presence of a common scale, either by a consistent use of scale values (a certain value indeed consistently means the same level of importance) or by the presence of an explicit algorithm according to which absolute weights are converted into relative ones. Such an algorithm is not possible if there isn’t some sort of common scale, or scales convertible into each other.

**Skills**

Van der Heijden [4] formulated several indicators of skills that are appropriate for this study. They are: the ability to use specific methods and techniques and to work independently, and the general skill level as perceived by the actor.
One type of skills: general problem-solving skills, has already been covered in expectation 4. If this expectation is accepted, another expectation is logical. If actors adopt a phased problem-solving approach, it would be interesting to study the amount of effort spent on structuring the problem versus the effort spent on solving it. It would be reasonable to assume that actors having limited field awareness and problem-solving skills confronted with a non-routine problem would spend relatively much effort on structuring the problem. Kotovsky & Fallside [27] indeed provide proof for this. It is difficult to quantify the effort spent on the two activities. Kotovsky & Fallside studied a totally different type of problem (strictly logical problems) and provide no usable quantitative clues. We settled for a simple 50% rule: actors spend at least as much effort on structuring as on solving the problem.

Therefore we expected the following:

*Expectation 5: Subjects spend at least as much effort on structuring the non-routine assessment problem as they do on solving the problem.*

The indicator is the average percentages of statements pertaining to the structuring phases of our model compared to the solving phases.

Not only at the beginning of the importance assessment process, but also at the end, the characteristics of the actors we studied lead to an expectation. We can expect that actors are well aware of their lack of proficiency in solving a non-routine assessment problem. Therefore, it seems reasonable that they spend quite a lot of effort on evaluating their work. They will likely not readily accept their way of working, or the result of their work, as adequate, but they will try to assess whether they actually got it right. We expect them to spend a significant amount of effort on evaluation. As to what is ‘significant’, we decided on a threshold of the average effort per phase, the exact number to be decided upon after the model of the importance assessment had been constructed.

*Expectation 5’: Subjects spend an above-average amount of effort on evaluating the quality of their work.*

The indicator we used is the average number of segments in the think-aloud protocols pertaining to evaluation (as we will see, evaluation was identified as a phase of importance assessment).

**Meta-cognition and presentation**

Van der Heijden’s [1] indicators of metacognition relevant for this study are: capability of judging the level of one’s own knowledge and skills in a particular problem situation, capability to judge one’s own ability of separating main issues from details, to weigh pros and cons of working methods and techniques, to keep oversight over complex situations and the ability to judge which skills one is missing when confronted with a new problem. We did not measure these indicators but assessed the confidence the subjects had in their own importance judgment. The actors we studied have, as we have seen, little, if any, experience with the task given to them, but they possessed self-evaluation experience. So, the actors can be expected to have adequate cognitive abilities to assess their own performance. This leads us to expectation 6:

*Expectation 6: The subjects have little confidence in their own judgments (since they are very aware of their lack of knowledge and skills to solve the non-routine problem presented to them).*

But an alternative line of reasoning is possible. Actors involved in acquisition decisions may possess a considerable amount of training in project management, communication and presentation of their work. These characteristics were not assumed beforehand, but they may be there nonetheless. It is possible that they, while realizing their lack of content knowledge and specific importance assessment
skills, they are quite confident in their project management skills required to handle the assignment properly, and in their presentation skills, needed to convince others of the quality of their work. This, combined with the not unreasonable notion that importance judgments are to a certain extent a matter of personal opinion anyway, gives rise to the assumption they may well have considerable confidence in the quality of their work. We enter the realm of van der Heijden’s fourth dimension: social recognition, which we have narrowed to presentation.

So, an alternative to expectation 6 is:

*Expectation 6’: Subjects are confident in their weight judgements (based on the project management communication and presentation skills they possess).*

The indicators for these two expectations are the confidence in their judgments subjects expressed in the interview after having concluded the assignment, the frequency of preference reversal, the acceptance of expectation 4 as an indicator of the use of project management skills and reflections by the subjects on their performance made during the interview afterwards.

Each of our expectations will be investigated in Section 6.

**4: Research methodology**

Only a short outline of our research methodology is given here. For an extensive description we refer to Heerkens (2003).

*Sample and assignment*

18 undergraduate students of the University of Twente were given an individual assignment based on a fictional case similar to that used in the introduction to this article. University students might be assumed to have enough analytical abilities to perform the assignment satisfactorily. At the university, all students receive basic training in general problem-solving techniques. They are specifically indoctrinated in the importance of having a proper problem definition (splitting the problem if necessary), in explicitly choosing a problem-solving method and evaluating the solution. Yet, they don’t have enough knowledge and skills in this area that would enable them to rely on previous experience of importance assessments. Hence, the danger that they give weights based on previously obtained knowledge is minimized. This is what we wanted, given that our study is about non-routine decisions. The students had extensive experience with projects concerning the solving of management problems, and insight in the theory of management. So they can be assumed to have some feeling for operating within a simulated organizational context.

Their assignment consisted of supporting the acquisition process of new minibuses by a local company. The subjects were asked to establish the importance of two characteristics of the to-be-acquired minibuses *vis-à-vis* each other, and were asked to imagine that they would be advising the management team during the acquisition process. The attributes, *safety* and *passenger comfort*, were chosen to prevent comparability by some readily available algorithm or heuristic or easy expression in a common denominator such as money. The information that was supplied included a brochure of the company, a leaflet explaining the decision context and two brochures on minibuses; one on a Volkswagen and one on an Opel. The latter enabled the subjects to get familiar with the specific capital good to be acquired. It was made clear that these examples of minibuses did not mean that the subjects had to make a choice between them. A pre-set structure of (sub-)attributes was avoided as much as possible.

The minibus problem was chosen because subjects were assumed to have superficial familiarity with them, so that they could give an importance judgment at all. With, for example, airplanes this would likely have been much more difficult.

*Procedure*
The respondents were asked to think aloud during the assessment process. The general guidelines for think-aloud studies given by Ericsson & Simon [25] were followed, including a practice session to familiarize the subjects with the think-aloud strategy. All verbal information given by the respondent was recorded and typed out verbatim. After completion of the assignment, a short interview was conducted. In total, each session lasted for a maximum of two hours, for which the subjects were paid 20 Euro. Two pilot sessions were conducted, which led to some minor adjustments of the assignment. Two kinds of analyses have been performed using the typed out protocols:

1: A largely qualitative analysis according to the general rules of the ‘Grounded Theory’ approach [28]. This was aimed at discovering regularities in the protocols by inferring general working rules from the think-aloud protocols and in some cases determining the percentage of subjects applying certain rules.

Using this analysis, several phases in the importance assessment process could be distinguished. They will be discussed in the next section.

2: A more quantitative analysis based on a formal coding scheme that was designed on the basis of the qualitative analysis. In the quantitative analysis the effort put into each phase was assessed, expressed in the number of verbal protocol segments devoted to each phase. Two coders performed the coding activities. Although they worked independently of each other, during the coding of the first six protocols weekly meetings were held to discuss general coding issues in order to enhance its reliability. The coders retrospectively applied the refinements to the coding scheme independently. The overall Cohen’s Kappa [29] for inter-rater consistence was .97 over a total number of verbal segments of 7253.

The expectations are largely analysed in quantitative terms. Mostly, we used average numbers across all subjects in testing the expectations. For expectations pertaining to individual behaviour as observed, we use the following acceptance criterion. We accept an expectation if 80% of the subjects (15, rounded off upwards) behaves according to the expectation. For negatively formulated expectations, we reject them if 15 subjects act contrary to the expectation. This is a somewhat arbitrary threshold, but with the small number of subjects involved, this seems a reasonable level of significance. Sometimes some additional criteria are taken into account; where appropriate this will be mentioned. In cases where it was not a case of an indicator either present or not present with individual subjects, but where the value of an indicator could be measured quantitatively, average values were used as criteria.

In the next sections we will go into the results of the think-aloud study.

5: Results: the Weight Assessment Model (WAM)

Firstly, the phase model that has been derived from the data is given. In the next section the way attributes are processed and the confidence in the end result will be discussed.

Our Weight Assessment Model (WAM) consists of 7 main phases and 6 auxiliary activities. The 7 main phases are presented in a sequential way in table 1. In reality, subjects often go back and forth between phases and most often address phases more than once. The auxiliary activities pertain to areas like information search and planning. We do not deal with them in the context of this article (see Heerkens, 2003).

The WAM follows the general format of phased problem-solving models [3, 13, 23, 24, 25, 26, 30]: problem structuring, often called problem identification (phase 1), problem analysis (phase 2), problem solution (phases 3 to 6) and evaluation (phase 7). In many models an implementation phase is also found, but as our problem had no implementation component this phase is not relevant in this study.

From the table, it is clear that most phases could be observed with every subject. Exceptions were phases 4 and 5. In each phase subjects could be found who had either 5% or more of their total number of statements, including auxiliary activities, devoted to that phase, or at least 30 statements.
Thus we conclude that it is justified to distinguish these phases and that they are not just isolated coding incidents.

Let us now discuss briefly the different phases of the model. Only the details relevant for testing the expectations are covered here. For a more detailed explanation, we refer to Heerkens (2003).
**Phases of the WAM**

**Phase 1: Problem identification**

This phase consists of activities like reading the assignment and, if desired, re-formulating it in one’s own words. When re-formulating aspects of the assignment, subjects may also mention things they are not to do, for example weight attributes concerned with costs. Essentially, this phase concerns defining, so to speak, the task lying ahead.

**Phase 2: (Sub-) attribute processing**

We find aspects of problem analysis in phase 2. Not only the elements constituting the problem are defined (elaboration on the character on the character of the attributes to be weighted), but also the possible, not necessarily causal, relationships between these elements.

If one wants to weight attributes, one should first know what one is weighting. Attribute processing concerns giving the attributes a more precise meaning. This can be seen as a case of framing [31].

Attribute properties like measuring level, measuring unit, level of abstractness and precision can change as a result of processing. The following forms of processing were identified:

a: Decomposing. An attribute can be split up in several sub-attributes. For example: ‘safety’ can be split up in ‘braking distance’, ‘acceleration’, ‘strength of the structure’, ‘presence of seatbelts’ and so forth. Each of these sub-attributes can, of course, decomposed further.

b: Re-formulating. When an actor gives an attribute or sub-attribute a different name while meaning the same attribute with a similar, not necessarily identical, measurement unit, the attribute is re-formulated. For example, ‘comfort’ may be re-formulated as ‘passenger comfort’, ‘comfort of the passengers’ or ‘travelling comfort’.

c: Specifying an attribute or sub-attribute. For example ‘the minibus should be roomy enough’ might be made concrete, as ‘people should not have to sit with their suitcases on their laps’.

d: Integrating (sub-)attributes into a new ‘sub-attribute. For example: after having named sub-attributes of safety like ‘braking distance’, ‘acceleration’, ‘strength of the structure’ and ‘presence of seatbelts’, the first two could be taken together (integrated) into ‘active safety’ and the last two could be integrated into ‘passive safety’.

e: Making an attribute more abstract. This is the complement of specification.

The next phases concern the actual weighting process.

**Phase 3: Absolute (sub)-attribute weighting**

With ‘absolute’ weighting [32], we mean that a statement about the importance of a (sub)-attribute is made without reference to the importance of other (sub)-attributes. For example, if an actor says: “safety is important”, or “having seatbelts in the minibus is absolutely essential”, it is not clear whether safety is more important than comfort, or whether having seatbelts is more essential than having an anti-skid system.

In phase three, as well as in the subsequent phases, subjects not only assign weights, but they also give the reason for giving these weights. For example, a subject may say: “I think a good anti-skid system is important (weight assignment), because (argument) it reduces the chances of getting involved in an accident”. It is possible to decide that some sub-attributes defined earlier, are to be excluded from the weighting activities in subsequent phases. So, this phase, like phase two, can serve to give the subject a clearer view of the (sub)-attributes to be weighted.

**Phase 4: Homogeneous sub-attribute weighting**

This phase is the first in which ‘true’ weighting takes place; i.e. the balancing of the weight of one sub-attribute against that of another. We call this ‘relative weighting’. In this phase, two or more sub-attributes of the same main attribute are weighted against each other, and arguments for the weighting
are given. For example, the presence of seatbelts, the quality of an anti-skid system and the strength of the structure (all sub-attributes of safety) may be weighted against each other.

Phase 5: Heterogeneous sub-attribute weighting

This phase differs in only one respect from the previous one, i.e. the sub-attributes that are weighted belong to different main attributes. For example, the quality of the anti-skid system (a sub-attribute of safety) might be weighted against the quality of the seats (a sub-attribute of comfort). The weight qualifications are the same as in phase 4.

Phase 6: Attribute weighting

This phase concerned the integral weighting of the (two) main attributes. The weight qualifications appeared to be the same as in previous phases. This was the original assignment. Only 13 of the 18 subjects reached this phase. 5 stopped after having completed phase 5. Some of these subjects consistently judged sub-attributes of safety to be more important than sub-attributes of comfort, or the other way around. In that case, a judgment of the main attributes can be readily inferred. But this does not lead to the conclusion that subjects actually completed phase 6, for they may not have made the inference we made. Some of the subjects who stopped after phase 5 made some statements pertaining to phase 6. For example: at the beginning of the assignment they would remark that, at first sight, safety seemed more important to them than comfort. Hence phase 6 was considered as being addressed (even with 100%), though sometimes with no explicit statements.

Phase 7: Evaluation

This phase comprises the reflections by subjects on their activities and the results. Several types of evaluation were identified, like the extent to which the assignment had been fulfilled, evaluations of weights judgments (was the subject, on hindsight, happy with assigned weights) and evaluations of arguments (how good were the reasons for particular weight judgments).

Use of general problem solving strategies.

Looking at Table 1,

*Expectation 0: Subjects use general problem-solving strategies.*

can be easily accepted.

All subjects went through the phases of problem structuring, analysis, solution and evaluation, even though some solution phases (in particular homogeneous and heterogeneous sub-attribute weighting) were sometimes rarely used. All subjects split the problem into sub-problem by decomposing the main attributes, as stated above.

Furthermore, phase 2 could clearly be identified as the phase that subjects enter immediately after they have read the assignment (which is part of phase 1). One can easily detect the logic behind this; before one can attach a weight to a (sub)-attribute (phases 3 to 6), one has to identify it and process the different sub-attributes. Usually, phase 3 precedes phases 4 to 6. If subjects assign weights to attributes on an absolute importance scale (expectation 4), then phases 4 and 5 could well be unnecessary, for the subjects could immediately proceed to phase 6. But phases 4 and 5 could be used as checks and refinements on the absolute weights given in phase 3. In that case, the sequence of phase 3, 4 and 5 is also logical. Moreover, the assignment was to compare the importance of safety and comfort. If sub-attributes of safety can be weighted against sub-attributes of comfort (phase 5) then it does not add much to the fulfilment of the assignment to weigh those sub-attributes against other sub-attributes of the same attribute (phase 4). Likewise, if safety and comfort are already weighed (phase 6), the assignment is fulfilled and there is no need for weighting sub-attributes (phases 4 and 5). Phase 6 concerned the desired result of the assignment (weighting safety against comfort), so it is logical that it is the last weighting phase, followed only by evaluation.
This concludes the description of the different phases of the decision making process. In the next section, the other expectations we formulated earlier are tested.

6: The relevance of the WAM in the light of expert behaviour: testing of the expectations

Expectation 1: Subjects take into account at least ten sub-attributes for each of the two attributes to be weighted

This expectation is accepted. As mentioned earlier, attributes could be processed in one of the following ways: decomposing, specifying, re-formulating, abstracting and integrating. The way of processing of attributes has a profound effect on subsequent phases of the weight assessment process. The result of the processing phase can be seen as an intermediate product, i.e. the attributes are formulated in such a way that they can, ideally, be given weights easily, unambiguously and with a clear motivation.

Table 2 shows the number of sub-attributes for ‘safety’ at various levels of decomposition. A level is defined as the number of splits that resulted in a certain sub-attribute. So, if ‘comfort’ is split in a number of sub-attributes, amongst which ‘quality of the seats’, which in turn is split in ‘width of the seats’ and ‘height of the armrests’, then there are two levels of decomposition. For comfort, the numbers were roughly similar. It can be seen that the attribute is decomposed in a large number of sub-attributes. The average number of sub-attributes per subject for ‘safety’ was 19.6. For comfort the number was 24.4. 15 subjects generated 10 or more sub-attributes for safety. All subjects generated 10 or more sub-attributes for comfort. So, we accept expectation 1.

What did the subjects do with all these sub-attributes? One could think that the subjects wanted to use the sub-attributes in order to discover common denominators, for example by identifying sub-attributes that safety and comfort have in common and that hence might be eliminated or given equal weights. Yet, no evidence supports this notion. The decomposition was rather unsystematic. Subjects did not indicate a desire to perform phase 2 in a systematic way neither during the think-aloud session nor during the interview afterwards (although some subjects indicated they would want to do this if they ever had to perform a similar assignment again).

Expectation 2: Subjects will not concern themselves with explicit causal relationships between (sub-) attributes.

This expectation is accepted. No systematic methods for finding causal relationships were used, like cognitive mapping. Not a single subject tried to define or frame the two attributes to be weighted (safety and comfort) in order to express them into a common denominator, for example money or another explicitly mentioned common scale on which the attributes could be scored. Instead, they decomposed the attributes in a large number of sub-attributes, as already discussed.

When a systematic procedure could be inferred for weighting some sub-attributes (for example, the distinction between active and passive safety), this was occasional and not maintained with respect to all relevant sub-attributes. What is more, there was hardly any integration of sub-attributes, something that one expects when weights are to be given not to sub-attributes but to main attributes. This is in line with expectation 2, in the sense that for integration the (causal) relationships between (sub-) attributes need to be known. Indeed, relationships between attributes were addressed only incidentally. If they were discussed, they seldom had consequences for the weighting. Integration was a rare occasion, as can be seen from Table 3. This table shows the number of (sub-) attributes integrated. In the acceptance of expectation 2 we classify a subject as a non-incidental user of integration if integration occurs in at least 4 cases over safety and comfort together. As we see that fewer than 15 subjects integrate at all, expectation 2 is rejected as far as this indicator is concerned.

Another way to look at the significance of integration is to observe how many (sub-) attributes are the result of integration. The maximum number of attributes that were the results of integration
was 4 (1 subject). 2 integrated attributes were found with only 3 subjects. Only in two instances was a
sub-attribute resulting from integration given a weight during the final weight assignment. Integration
always resulted in a new sub-attribute, not in the main attributes to be weighted according to the
assignment (safety and comfort). The logic of the integration was often implicit and nearly always
purely qualitative. No indexing or other quantitative methods were used. In sum, integration was by
and large irrelevant.

It can be seen that all subjects ended phase 2 with a large number of sub-attributes, with no
system to guarantee that the main attributes have been adequately covered, or that assessing the
weights of the sub-attributes would in any way be easier than assessing the weights of the main
attributes. This is also in line with expectation 2. The relationships between the sub-attributes and
main attributes were unclear, so that weights assigned to sub-attributes did not seem to say anything
about the weights of the main attributes. It could be assumed that subjects used the processing of
attributes mainly for framing purposes, i.e. to find out what ‘safety’ and ‘comfort’ actually mean. But
since all subjects devoted considerable effort to phase 3 (absolute weighting) the processing of sub-
attributes appeared to mean more than just a framing function. The subjects obviously were not only
interested in obtaining concepts of ‘safety’ and ‘comfort’. The sub-attributes were important in their
own right.

Expectation 3: Subjects do not use methods and techniques specifically aimed at making importance
assessments.

Expectation 3 is accepted: more than three subjects violate this negatively formulated expectation.
Only a small minority (3 subjects) used some form of pairwise comparison with some consistency. 8
subjects used a method to progressively refine the range of weights taken into consideration, either
starting with extreme weights and working towards the middle or starting with equal weights and
working towards extremes. This could be classified as a method specifically suitable for weighting.
Still the number of subjects using such methods is smaller than the required 15 required to accept that
subjects actually do use such methods.

Expectation 4: Subjects express the importance of each attribute on an absolute scale.

Although the results point strongly at the possibility of subjects using absolute scales of importance,
they do not allow us to confirm this expectation. Phases 4 and 5 (relative sub-attribute weighting are
insignificant compared to phase 3 (absolute weighting). This gives credence to the notion that phases 4
and 5 are merely used to check the results of phase 3. If phases 4 and 5 would be steps in establishing
weights of sub-attributes instead of a mere check, more effort would surely be devoted to these phases.
On the other hand, if subjects would use phases 4 and 5 as checks for phase 3, we would expect them
to frequently hop between phases 3 and 4 or 3 and 5, probably with evaluation (phase 7) in between.
Although the protocols were not analysed in this respect, a cursory look at the graphical
representations of phase changes provided no indications that this was the case to any significant
extent.

Another observation casting doubt on the use of an absolute scale is that phase 6 takes 12.5%
of the effort. While this is less than phase 3 (27%), it represents much more than an incidental activity.
The effort per attribute reinforces this notion: only two attributes were weighted in phase 6, while
twenty or more attributes were frequently weighted in phase 3. The insignificance of phases 4 and 5
relative to phase 6 may be explained by the fact that the assignment stated quite clearly that safety and
comfort had to be weighted. So, weighing sub-attributes was not enough.

Finally, there are no reliable indications that subjects used absolute scales to any extent. 13 of
the 18 subjects gave ordinal weights as the end result of the assignment. Even after the experimenters
asked the subjects to give quantitative (interval or ratio) weights, 6 subjects persisted in giving ordinal
weights. Examples of ordinal weights often used are: ‘quite important’, ‘really important’, ‘not very
important’ and the like. It is impossible to say whether these expressions were part of a scale in the
sense that their value relative to each other had any consistency. Some subjects used explicit scales,
but they were the exception rather than the rule. And even then, these scales were usually used at the
sub-attribute level and only in one case did the subject (when asked during the interview afterwards) link the weights of the sub-attributes directly to the (ordinal) weights of safety and comfort.

The notion of subjects constructing an absolute scale of importance is attractive, but cannot be accepted, nor clearly rejected, by our results. This is an area for further research. Questions present themselves like ‘is there one scale for all attributes or are there several scales, for example one for each set of sub-attributes pertaining to the same main attribute’? The endowment [33, 34] seems to point at the possibility of more than one scale. The price a person is willing to pay for a good is sometimes lower than the sum he wants to receive before giving it up. Both scores and weights could play a role here, but the example shows that the question whether people have an absolute importance scale available is far from answered. But the significance of phase 3 is obvious in our results. The relationship between the phases of the WAM is further discussed in Heerkens (2003).

There is another reason for the comparative rarity of relative weighting that should be considered: the conscious or unconscious desire to reduce complexity. With absolute weighting of n attributes, there are n weights to establish. With weighting of all possible pairs of attributes against each other (the most efficient form of relative weighting) the number of weights becomes n(n-1). So, the weighting becomes much more complex, and even more so when inconsistencies in the weighting have to be addressed (A is more important than B, B is more important than C, C is more important than A). As the complexity of the importance scales do not differ in principle between absolute and relative weighting, absolute weighting yields a reduction in complexity. This explanation cannot be proven, but subjects certainly employed various other means of complexity reduction (Heerkens, 2003).

Expectation 5: Subjects spend at least as much effort on structuring the non-routine assessment problem as they do on solving the problem.

Table 1 shows that, contrary to our expectation, 37.03% of the average effort was devoted to the structuring phases (1 and 2) and 45.79% to the weighting phases. Only 2 of the subjects devoted more time to the structuring phases than to the weighting phases. We have no clear explanation for this. It is possible that experts would devote even less time to the structuring phase. If this were the case, our threshold for accepting expectation 5 may be too high. But for the moment it is rejected.

Expectation 5': Subjects spend an above-average amount of effort on evaluating the quality of their work.

This expectation is confirmed (see Table 1). The model encompassed seven phases, and 15% is one seventh of the segments, rounded off upwards. So, the threshold for accepting the expectation is 15%. The averaged effort devoted to evaluation is more than this. It is impossible to say whether the reason is indeed, as we suspect, the lack of expertise of the subjects in weighting the attributes under consideration, but the notion seems credible.

Confidence in the end result

Expectation 6: The subjects have little confidence in their own judgments (since they are very aware of their lack of knowledge and skills to solve the non-routine problem presented to them).

This expectation is rejected. Although some subjects remarked that assigning weights is to a certain extent an arbitrary process, all subjects showed signs of having confidence in the weights eventually assigned. Some empirical evidence of this is summarized below:

- **Robustness:** After completing the assignment, we asked the subjects why they assigned the particular weights they did and not slightly different weights (for example 0.6 for safety instead of 0.7). All subjects remained with their original weights, although four acknowledged that slightly different weights would also have been an option. Of course it is possible that the subjects wanted to stick to their original weights because they had invested considerable effort into performing the
assignment, but it was pointed out to them explicitly several times that there were no ‘right’ or ‘wrong’ answers.

- **Consistent preference evaluation:** Only one subject of the 11 who in the end weighted safety and comfort explicitly as overall concepts (and not only their sub-attributes) showed preference reversal between the first time they made a statement about the relative importance of safety and comfort and the final weighting. So, most subjects who stated at the start of the assignment that safety was more important than comfort would likely stick to this for the remainder of the assignment, although the exact weights might change. This is all the more remarkable because 4 of these subjects changed preferences during the assignment, but in the end came back to their original order of preference.

So, the subjects seemed to have considerable confidence in their own weight assignments. This is not a sign of lightheartedness as most of them showed expressions indicating that at certain times they experienced difficulty in coping with the assignment. Also, except for one subject, there are no indications that any of the subjects failed to do their utmost to perform the assignment as good as possible. The one exception had such clear-cut ideas about the importance of safety and comfort that he felt he did not have to elaborate on the assignment.

All in all, while the subjects were not experts in the field of minibuses nor did they have experience in performing importance assessments like this, they had confidence in their own work. This is contradictory to expectation 6, based on the expertise framework by Van der Heijden [1,12]. Looking at the second dimension that is distinguished by Van der Heijden having self-confidence with regard to a certain task is an important aspect falling in the category of meta-cognitive knowledge. Having insight into one’s strengths and weaknesses enables a person to evaluate his or her own decision process. And our subjects could rely only to a limited extent to content knowledge (a laymen’s knowledge on minibuses) and even less on meta-cognitive knowledge.

So, these subjects may not have been capable to assess the validity of their own judgements, i.e. in this case they are subject to the leniency effect [35]. They are inclined to give a more rosy image, i.e. more faithful judgement of their own decision making process. Besides, our subjects did not need to be concerned with the approval of bosses or colleagues, so their self-confidence was not hindered by fear for a lack of social recognition. In real-life professional settings, which the model by Van der Heijden relates to, gaining respect and approval by others is important. So, the confidence of the subjects might very likely have been lower in real professional settings.

The above explanation of the results is based on the negative relationship between the capabilities for metacognition and confidence assumed in expectation assumed in expectation 6. But it is possible that confidence in the end result is high despite a high level of metacognition. Such an alternative explanation is given in expectation Z:

*Expectation Z: Subjects are confident in their weight judgements (based on the project management, communication and presentation skills they possess).*

This expectation is confirmed in the sense that the indicators discussed above were present. However, alternative explanations cannot be ruled out. We already saw that a general problem-solving strategy could be recognized in the subjects’ work. In another article (Heerkens, 2003) we convincingly argue that complexity-reduction strategies (which can be seen as a type of project management strategies) were employed, but in the interviews afterwards subjects did not indicate that these strategies had increased or assured their confidence in the end result. They could have felt this way, but it cannot be proven. There were indications that subjects realized the communicative aspects of the assignments: 3 stated that their own personal opinion didn’t matter but that they had to look at the problem from the perspective of the company. All subjects took perspectives of interested parties other than themselves into account (clients, the management of the company, the drivers of the minibuses). Some of them indicated explicitly that they felt that they could justify their importance judgment to the management of the minibus company. But with respect to this expectation, the relationships with project management, communication and presentation skills remain somewhat speculative.
7: Conclusions and recommendations for further research

Based on Simons [3] general problem-solving model, we developed a phase model for representing the way individual actors assess the importance of attributes of capital goods in non-routine situations. The model is consistent with the problem space for weight assessment problems devised on the basis of Simons model and on the elements of a generic linear additive utility function. In this article, we addressed some salient observations done during the think-aloud study.

The results of our think-aloud study show, not surprisingly, that apart from the WAM phase structure, the subjects did not assess weights in a systematic way. They did not in any explicit way try to relate the various attributes to each other, either by developing common scales to score the attributes or by seeking a common denominator, like money. They hardly integrated the many sub-attributes they generated. Neither did subjects use a system in decomposing ‘safety’ and ‘comfort’ to uncover incompleteness and redundancies that also might have served as a basis for subsequent integration. Furthermore, they paid very little attention to weighting the sub-attributes against each other (phases 4 and 5 of the Weight Assessment Model), and did not pay too much attention to phase 6 (overall attribute weighting, accept expectation 5'). They did explore the problem broadly (expectation 1 accepted), did not concern themselves with causal relationships (expectation 2 accepted) and used elements of general but not clearly of specific problem-solving methods (expectations 0 and 3 accepted). They emphasized problem structuring less than expected (expectation 5 rejected). Altogether, this leaves us with the impression that non-routine decision problems are tackled using an intuitive approach. All the same, they had confidence in the end result (expectation 6 accepted) but this could not be attributed unambiguously to their project management, communication and presentation skills (even though expectation 6' is confirmed). Considerable effort was devoted to evaluation (expectation 5' accepted).

Our results are quite unambiguous in terms of internal validity. The value of Cohen’s Kappa is high. Furthermore, the assignment was, while difficult, not beyond the subjects’ ability and all subjects seem to have done their best to perform the assignment as well as they could. The reason for this assessment is that no subject took the easy way out in case of lack of confidence by stating that safety and comfort were equally important. One subject arrived at equal weights but he had a good reason; he combined the weights that he would assign personally with the weight he thought that clients would give.

However, a further discussion of the external validity and the scope of generalization is necessary. The question is to which degree the setting of the study and the subjects were truly representative of real life decision situations.

External validity

Real-life decision processes are much more complex than those studied in our study. For example, more than one actor is likely to be involved. Furthermore, it is to be expected that actors will make weight assessments not only before but also during the choice of alternatives. Also, it is likely that there are more than two attributes, and contextual aspects like the preferences of the management have to be taken into account by the actors involved. A major shortcoming in many expertise studies is the fact that it is debatable whether the standardized laboratory tasks that are mainly used in expertise research capture the real-life problems that people encounter in work settings. This means that there are some validity problems inherent to the choice of the performance tasks that have been studied. Although we have tried to counter the problem of previous experience, which would give some subjects an advantage compared with others by taking non-experienced students who did not have the expert’s domain-specific knowledge, the situation lacks ‘real-life character’.

In order to make a start on addressing these problems, a study should be attempted of the phenomenon of professional expertise in its entirety and in different real-life settings. One could consider studying the process of importance judgements among more or less experienced managers in working organizations.

Another limitation is that students were used as subjects. They had no experience in making weight assessments for the acquisition of capital goods, except perhaps goods for their own personal use. In organizations, major decisions are often taken by groups of actors who communicate their
importance judgments and their preferences for certain alternatives to each other, and who hopefully in the end arrive at a decision that everyone can live with. But actors bring their individual judgments and preferences to the table, perhaps having entertained them long before the start of the formal decision process. It is on these individual actors that we focus. This is partly a matter of prudence. Our priority is studying the reasoning processes of actors. If we would study groups of actors, it would be practically impossible to observe individual actors closely enough to assess their reasoning processes. Furthermore, it would be hard to distinguish individual reasoning processes from group dynamic processes. Our research method is well suited for studying reasoning processes of individual actors in detail, but unsuited for studying group processes. Once a model for representing individual reasoning processes is available, group decision processes may be studied using it.

The last limitation is that we do not deal with limitations that the organizational context may impose on the (perceived) freedom of an actor in his or her importance assessment process. For example, the opinion of one’s superiors may have a profound influence on one’s importance judgment. In this study, the actors face no pre-set limits on their freedom of reasoning. This may be an issue for future research.

The limitations that are mentioned previously were deliberately accepted and can also be turned into strengths. What we have tried to do is to establish a baseline case: how do actors make weight assessments when they are not influenced by knowledge about the available alternatives, by an organizational context or by past weight assessments which might serve as a basis for undue rationalization? The students that formed the sample had the potential to, and perhaps will one day, make strategic acquisition decisions for organizations. They were not very familiar with minibuses, but had seen them, sometimes driven in them, and generally were familiar enough with them to make a weight assessment concerning two attributes that they should be able to comprehend to a certain extent. Based on the interviews afterwards, we have reasons to believe that we succeeded in this respect.

It is by no means certain that the constraints of this study impair the applicability of our findings to real-life decision processes. Having thought about the weights and hence having a frame of reference to work with, actors may adjust their judgements in later stages of the decision process, for example when they actually have to choose between alternatives or when they have to communicate with other actors. This seems especially likely with non-routine decisions, the kind of decisions this study is about. So, the importance assessments made during the preliminary stage of decision processes may well be similar to those observed in our study. Also, in some elicitation methods, actors are asked to give weights at an ordinal level (is attribute A more or less important than attribute B). The weight judgements the subjects made in our study would likely be valid enough to be used in these elicitation methods. And we should remember that, contrary to the solving of logical, well-structured problems, there are no ‘right’ or ‘wrong’ weight judgements.

Now that we know in broad terms how people make importance assessments when they are influenced as little as possible by factors like prior experience and the organizational context, we can progressively introduce these factors and observe their influence on the weight assessment process. We conclude this article by stating some expectations concerning the behaviour of experts performing importance assessments and by suggesting some issues for future research.

**Behaviour of experts**

The results of our study can be interpreted in the light of research on differences on the behaviour of layman and experts. Important characteristics of experts are that they have a large amount of content knowledge and that they are capable of representing a problem in the abstract terms needed for the application of general solution algorithms or heuristics [2]. We therefore expect experts, even in non-routine decision-making:
- to use ready-made or self-developed formal definitions of attributes, aimed at finding characteristics for which a weighting algorithm or heuristic can be applied. This may include an absolute importance scale;
- when decomposing attributes and intending to assign weights to the resulting sub-attributes, to pay attention to the system of decomposition so as to make it complete but not redundant (regardless of how successful the expert is in this respect);
- to integrate sub-attributes to the maximum extent so as to reduce the number of (sub-)attributes to be weighted and to find common denominators for as many (sub-)attributes as possible;
- to devote only a limited amount of effort to evaluation.

The first two skills certainly can be developed. Concepts like mental models or cognitive maps seem suitable for this. So, although these instruments have yet to be adapted for developing importance assessment skills, our research so far shows that the importance assessment process can be analysed, understood and possibly improved (by the use of tools like cognitive mapping).

It is easy to understand that in the case of the minibuses experiments the students could not fall back on a large arsenal of domain-specific knowledge that would have enabled them to systematically decompose and integrate sub-attributes that are important predictors of successful decision processes. This is why their behaviour is to a large extent hindered compared to experts who do have a huge amount of domain-specific knowledge. The subjects did not establish causal relationships between sub-attributes. It may be likely that they lacked the solution methods (for example, constructing a mental model) that experts are likely to have.

Would experts do better than our subjects in performing importance assessments? This question cannot be answered on the basis of this study. Note that no explicit comparison is made between laymen and experts, as experts formed no part of the research population. Our aim was first and foremost to investigate the behaviour of laymen. In future research, comparisons with experts can be made. Experts would, because of their content knowledge, almost certainly have explicit or implicit definitions of (sub-) attributes available, and they would have a clearer view of the causal relationships between (sub-)attributes. They could, for example, realize that the weight of a minibus determines the braking distance but is in itself not important for safety and hence can be ignored. If the subjects in our study had tried to assess the causal relationships between the numerous sub-attributes they generated, they would probably have been able to eliminate many of them. De Boer [35] gives an overview of methods for establishing causal relationships in an acquisition decision context. It is interesting however, that our subjects, while obviously having less content knowledge than experts, made no attempt to use the content knowledge available to them to assess causal relationships. They simply were not interested in these relationships. So, if there is a difference between laymen and experts in the general way of assessing weights, it may not be the content knowledge as such but the use of the content knowledge available.

The question then becomes: do experts pay more attention to, for example, defining attributes instead of just listing sub-attributes, assessing causal relationships and integrating sub-attributes? One would expect so, since experts have more solution methods available and are better in making abstract representations of problems. But on the other hand, it is distinctly possible that experts, even when confronted with non-routine problems, rely on past weight judgements, especially in the early stages of a decision process. So, in our example, the manager of the minibus company may remember why he bought the minibuses he owns at present, and might ask himself what has changed since he bought them. Experts may also, even when they make an individual weight judgment and before communicating it with others, take the organizational context they work in into account. Our subjects certainly wondered what was best for the company they were asked to imagine working for, but they simply lacked information about the organizational content and probably would be hard-pressed to imagine its real-life consequences anyway. Our study certainly provides the basis for formulating hypothesis in future research.

So, whereas our study points at possible differences between laymen and experts, research in real-life decisions is needed to determine which of these differences manifest themselves in practice.
Recommendations for further research

We would like to suggest the following areas of research. Firstly, research on importance assessment by experts. Are they more rational, systematic or consistent than laymen? Do they go through the same phases in much the same way, but only using more content knowledge, or is their approach fundamentally different? For example, do they attempt to find a common denominator for comparing attributes? Another interesting question is whether experts are better in making importance judgements outside their own expertise area. Some authors have suggested that expertise is confined to a certain area; experts are not better than laymen in solving problems outside their own area of expertise. By comparing the way experts perform weight assessments both within and outside their area of expertise we can find out whether this limitation on expertise also holds for a higher-order problem-solving skill like performing weight assessments. This research should concern a range of weighting problems (minibuses, organizational strategies, hiring of personnel), with various numbers of attributes. Using the coding scheme and analytical tools that we developed and which are available to others on demand could do part of this research. It could provide a basis for statistically valid quantitative analysis, which was not possible with the limited number of subjects in our study. It might even be possible to set up a database with think-aloud protocols for this purpose.

Secondly, one could conduct research as a basis for developing and testing instruments aimed at helping actors who have to make weight assessments, for example by stimulating them to decompose attributes systematically or take (causal) relationships between attributes into consideration. An important pitfall here is that the effectiveness of these instruments is difficult to measure. A decision-maker may not know for years whether he made the right decision. For lack of comparison, he may never know. Indicators of the effectiveness of weight assessments may be the perceived quality of the assessment by a panel of experts, or the converging of experts’ weight assessments after they have been taught to use the instruments, compared to the situation before the use of the instruments was taught.

Finally, research into other areas of management should be conducted. Management science is a multidisciplinary field. Heuristics have been developed for integrating information from several disciplines into a decision on, for example, the strategy of a company (see for an overview [35]). But what goes on in the head of managers? Do they really follow these normative heuristics? Insofar as integrating information from various disciplines means assessing the weight of factors to be taken into consideration, our model may be used for analysing the reasoning of managers in different fields.
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Figures

Table 1. The phases of the WAM

<table>
<thead>
<tr>
<th>Phase number</th>
<th>Phase name</th>
<th>Percentage of segments devoted to the phase</th>
<th>Percentage of subjects with which elements of phase were observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Problem identification</td>
<td>6.74 %</td>
<td>100 %</td>
</tr>
<tr>
<td>2</td>
<td>(Sub-) attribute processing</td>
<td>30.33 %</td>
<td>100 %</td>
</tr>
<tr>
<td>3</td>
<td>Absolute sub-attribute weighting</td>
<td>27.22 %</td>
<td>100 %</td>
</tr>
<tr>
<td>4</td>
<td>Homogeneous sub-attribute weighting</td>
<td>4.53 %</td>
<td>66.7 %</td>
</tr>
<tr>
<td>5</td>
<td>Heterogeneous sub-attribute weighting</td>
<td>1.50 %</td>
<td>55.6 %</td>
</tr>
<tr>
<td>6</td>
<td>Attribute weighting</td>
<td>12.54 %</td>
<td>100%</td>
</tr>
<tr>
<td>7</td>
<td>Evaluation</td>
<td>17.14 %</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 2. The decomposition of ‘safety’

<table>
<thead>
<tr>
<th>Number of attributes as a result of decomposition</th>
<th>Number (%) of subjects, first level</th>
<th>Number (%) of subjects, second level</th>
<th>Number (%) of subjects, third level</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4 (22)</td>
<td>15 (83)</td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>2 (11)</td>
<td>7 (39)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>6-10</td>
<td>5 (28)</td>
<td>4 (22)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>11-15</td>
<td>5 (28)</td>
<td>2 (11)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>16-20</td>
<td>5 (28)</td>
<td>1 (6)</td>
<td></td>
</tr>
<tr>
<td>21-25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26-30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-35</td>
<td>1 (6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Integration of safety and comfort

<table>
<thead>
<tr>
<th>Number of sub-attributes being integrated</th>
<th>Number (%) of subjects integrating sub-attributes of safety</th>
<th>Number (%) of subjects integrating sub-attributes of comfort</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9 (50)</td>
<td>13 (72)</td>
</tr>
<tr>
<td>1-5</td>
<td>6 (33)</td>
<td>5 (28)</td>
</tr>
<tr>
<td>6-10</td>
<td>3 (17)</td>
<td></td>
</tr>
</tbody>
</table>