The effect of microbubbles on developed turbulence
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The motion and the action of microbubbles in homogeneous and isotropic turbulence are investigated through (three-dimensional) direct numerical simulations of the Navier–Stokes equations and applying the Lagrangian approach to track the bubble trajectories. The forces acting on the bubbles are added mass, drag, lift, and gravity. The bubbles are found to accumulate in vortices, preferably on the side with downward velocity. This effect, mainly caused by the lift force, leads to a reduced average bubble rise velocity. Once the reaction of the bubbles on the carrier flow is embodied using a point-force approximation, an attenuation of the turbulence on large scales and an extra forcing on small scales is found. © 2003 American Institute of Physics.

A fundamental understanding of turbulent two-phase flow is essential for various applications in chemical industry, reactor technology, or the food industry, to name only a few fields. Recent work has either focused on the forces acting on single particles or bubbles or on collective effects, such as dispersion or local concentration evolution. Among the latter one can distinguish between work focusing on passive particles or bubbles, i.e., without momentum transfer to the flow, and work taking into account the back reaction of the particles and bubbles on the flow (two-way coupling).

In turbulent flow initially uniformly distributed bubbles cluster in regions of low pressure and high vorticity. Also experiments with isolated vortices confirm that bubbles are trapped by them and, moreover, tend to collect on their downflow side. That bubbles can modify the turbulence spectrum has been demonstrated for void fraction above 5% being gradually substituted by a −8/3 slope. Also numerical work shows that two-way coupled microbubbles can reduce the turbulent energy in decaying turbulence (depending on the initial bubble distribution) and in turbulent mixing layers under certain conditions.

In this paper we numerically analyze how microbubbles move in and act on three-dimensional developed turbulence. The aim is to demonstrate that above mentioned energy reduction process is rather general and to highlight the role of the lift force therein, which had been neglected in Refs. 14 and 18. Indeed, as already shown on theoretical grounds, the lift on microbubbles cannot be neglected.

Forces on the bubble. The microbubbles are assumed to be spherical with fixed radius \( a \), which is small compared to the scales on which the flow varies, and their density is considered to be negligible as compared to the fluid density. The bubble motion can then be modeled by the equation

\[
\frac{dv}{dt} = 3 \frac{Du}{Dt} + \frac{1}{\tau_b} (u(y(t),t) - v(t)) - 2g \\
\quad - (v(t) - u(y(t),t)) \times \omega(y(t),t),
\]

where \( u(x,t) \) is the turbulent velocity field, \( y(t) \) is the bubble position, \( v(x,t) \) the bubble velocity, \( \omega(x,t) = \nabla \times u(x,t) \) the fluid vorticity, \( g \) the gravity, and \( \tau_b \), a time scale connected with the rise velocity of a bubble in still fluid \( v_r = 2g \tau_b \). The material derivative \( (D/Dt) \) of the fluid velocity is evaluated at the bubble position.

The four terms on the right hand side of Eq. (1) represent the fluid acceleration plus added mass effects, the drag force, the buoyancy, and the lift force, respectively. The expression of the added mass is appropriate even for viscous non-uniform flows, independently of the Reynolds number. The drag force is derived by assuming that no impurities are placed at the bubble–water interface so that the fluid can slip on it, and that the bubble Reynolds number \( \text{Re}_b = 2a |u - v|/v \) is smaller than 1. Under these constraints the bubble response time \( \tau_b \) is connected to the radius \( a \) and the fluid kinematic viscosity \( \nu \) according to \( 1/\tau_b = 6 \nu /a^2 \). For intermediate values of the Reynolds number \( 1 < \text{Re}_b < 60 \) a different relation has been found by means of numerical simulations. The expression of the lift force is reasonable for bubbles with \( \text{Re}_b \sim O(1) \), like the ones analyzed throughout this work. More accurate values, yet close to the one employed here, can be found in Refs. 1 and 5. Note that, however, other expressions that suppose a stronger lift action and a different dependence on the local vorticity have also been proposed.

Simulation of the flow. Direct numerical simulation is employed in order to simulate the velocity field \( u(x,t) \). The
flow satisfies the three-dimensional, incompressible Navier–Stokes equations,
\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \Delta \mathbf{u} + \mathbf{f}_L + \mathbf{f}_b.
\]
(2)

Rather than solving Eq. (2), we consider the temporal evolution of the vector potential \( \mathbf{b} \), defined according to \( \mathbf{u}(\mathbf{x},t) = \nabla \times \mathbf{b} \). The equations for \( \mathbf{b} \) are solved by means of the pseudospectral method. They are advanced in time by second order Adams–Bashforth scheme. The computational domain is a cube of side \( L_0 = 2\pi \) subjected to periodic boundary conditions. The grid consists of 128³ points. A statistically stationary state is achieved and sustained by forcing the turbulence at large scales. The forcing on the \( k \)th mode of the velocity field is
\[
\mathbf{f}_L(k,t) = \epsilon \frac{\mathbf{u}(k,t)}{\sum_{k=K_{in}} |\mathbf{u}(k,t)|^2}, \quad k \in K_{in}
\]
(3)
and \( \mathbf{f}_b(k,t) = 0 \) otherwise. Here \( K_{in} = \{ k | L_0 = 2\pi k = (1, 1, 1), \pm (1, 1, 1), \pm (2, 1, 1), \pm (1, 1, 1) + \text{Permutations} \} \). Without energy input by bubbles and in the statistically stationary case, the total energy input rate \( \sum_{k=K_{in}} |\mathbf{u}(k,t)|^2 \mathbf{f}_L(k,t) \) then equals \( \epsilon \), which is the viscous dissipation rate. In the present simulation we fix the viscous dissipation \( \epsilon = 1.0 \) and the kinematic viscosity \( \nu = 0.007 \) from which the Kolmogorov length, time and velocity scales are, respectively, \( \eta = (\nu^3/\epsilon)^{1/4} = 0.024 \), \( \tau_b = (\nu/\epsilon)^{1/2} = 0.84 \) and \( v_k = (\nu/\epsilon)^{1/4} = 0.29 \), and the Taylor–Reynolds number is \( Re_\lambda = 62 \).

The bubble back reaction on the flow is taken into account by using the point-force approximation. The forcing is
\[
\mathbf{f}_b(x,t) = \sum_{i=1}^{N_b} \left( \frac{D}{Dt} \mathbf{u}(\mathbf{y}_i(t),t) - \mathbf{g} \right) \mathbf{V}_b \delta(x - \mathbf{y}_i(t)).
\]
(4)
\( \mathbf{y}_i(t) \) is the Lagrangian position of the \( i \)th bubble at time \( t \), \( \mathbf{V}_b \) is its volume and \( N_b \) is the total number of bubbles. This form of the back reaction force can be viewed as the force of a “hole” made in the fluid by the bubble, and consequently the missing water cannot transfer momentum, resulting in the additional forcing (4). The code is completely parallelized, both for the fluid and for the bubbles motion, using MPI (message passing interface) and simulations are run on SGI Origin2000. A typical run on 16 processors over three large eddy turnover times with \( N_b = 144,000 \) bubbles takes around 8 hours of CPU time. In a companion paper our employed method is extensively described and justified.

Bubbles local distribution in coherent structures: The role of the lift force. When a bubble is rising in water, it locally transfers momentum mainly upwards, in the direction opposite to gravity [see Eq. (4)]. Therefore it is important to identify the structures in which bubbles are preferentially accumulating, as the back reaction may lead to an enhancement or to a suppression of the velocity fluctuations in these regions.

Previous investigations show that particles moving in a turbulent flow fall down faster than in still fluid whereas bubbles rise slower than in nonturbulent flow. This effect is attributed to the phenomenon of “preferential sweeping” of particles and bubbles in downwards fluid velocity regions. In this section we study and quantify this trend for bubbles, identifying the lift force as the main origin of this effect. To this purpose we set, for the time being, \( \mathbf{f}_b = 0 \).

In the following, all quantities regarding the disperse phase are estimated by averaging over a sample of \( N_b = 144,000 \) bubbles, whose motion is evolved according to Eq. (1). Since the bubbles are not actively coupled to the flow (\( \mathbf{f}_b = 0 \)), the void fraction is not a relevant parameter in this context. Simulations are carried out in four distinct bubble regimes. The value of \( v_T \) is fixed in all cases and equal to \( v_k \), whereas \( \tau_b \) is changed: (a) \( \tau_b = \tau_k \), (b) \( \tau_b = \tau_b/3 \), (c) \( \tau_b = \tau_b/6 \), and (d) \( \tau_b = \tau_b/10 \); e.g., for \( \tau = 0.5 \text{ m}^2/\text{s} \) and \( v = 10^{-6} \text{ m}^2/\text{s} \) case (a) corresponds to bubbles of radius \( a = \sqrt{6} v_T = 0.1 \) mm with \( v_T = 3 \) cm/s. The bubbles are released at time \( t = 0 \) at random locations, with initial velocity equal to the fluid velocity at their position and

<table>
<thead>
<tr>
<th>( \tau_b/\tau_k )</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
<th>( d )</th>
<th>( a' )</th>
<th>( b' )</th>
<th>( c' )</th>
<th>( e )</th>
<th>( f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_T/v_k )</td>
<td>1</td>
<td>1/3</td>
<td>1/6</td>
<td>1/10</td>
<td>1</td>
<td>1/6</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>lift</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>( \langle x \rangle_b/\langle x \rangle_f )</td>
<td>2.3</td>
<td>2.12</td>
<td>1.86</td>
<td>1.63</td>
<td>2.7</td>
<td>1.87</td>
<td>2.2</td>
<td>2.2</td>
<td>2.2</td>
</tr>
<tr>
<td>( \langle u \rangle_b/\langle u \rangle_f )</td>
<td>-0.72</td>
<td>-0.53</td>
<td>-0.35</td>
<td>-0.21</td>
<td>-0.45</td>
<td>-0.21</td>
<td>-0.67</td>
<td>-0.62</td>
<td>-0.22</td>
</tr>
<tr>
<td>( N_b/N_b )</td>
<td>0.58</td>
<td>0.56</td>
<td>0.54</td>
<td>0.53</td>
<td>0.51</td>
<td>0.53</td>
<td>0.64</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>
after a few eddy-turnover times the system reaches a statistically stationary state.

From a 2D projection of the 3D bubbles locations (Fig. 1) the clustering (in the vortex tubes) is evident. It can be quantified by measuring the ratio \( \langle \Omega \rangle_b / \langle \Omega \rangle \) (see Table I), i.e., the time averaged enstrophy at the bubble positions normalized with the average flow enstrophy. This ratio is larger than 1, indicating clustering in high vorticity zones. As in Ref. 9, we find clustering to be most pronounced when the bubble parameters are equal to the flow Kolmogorov scales, \( v_T = v_k \) and \( \tau_b = \tau_k \). Further ratios given in Table I are \( N_\perp / N_b \), the fraction of bubbles that are sampling downflow regions, and \( (\langle v \rangle_b - v_T) / v_T \), the relative reduction of the bubble rise velocity as compared to its value in still fluid. The values obtained are in qualitative agreement with former investigations. They show that the bubbles preferably accumulate on downflow sides of vortices and therefore the average rise velocity of bubbles is reduced.

To find out the reason for this effect, two parallel simulations, (\( a' \)) and (\( c' \)), were carried out, in which the lift force is switched off (Table I). Now the trapping effect of the bubbles in the high enstrophy regions is even more pronounced, but the symmetry breaking between upwards and downwards flow sampling bubbles is much less and correspondingly the reduction in rise velocity is also less. We conclude that it is mainly the lift force which makes the bubbles drift towards the side of the vortex with downward velocity. Indeed, this can be directly inferred from Eq. (1). A sketch of the dynamics is shown in Fig. 2.

The effect can be enhanced in simulations with larger gravity force in Eq. (1), i.e., (e) \( 2g \tau_b = v_T = 2v_k \) and (f) \( v_T = 4v_k \) instead of (a) \( v_T = v_k \) (in all cases \( \tau_b = \tau_k \)). First, the larger gravity force partially counteracts the bubble accumulation in the central zone of the vortices, leading to a smaller ratio \( \langle \Omega \rangle_b / \langle \Omega \rangle \). Second, because of the larger bubble velocity \( v_T \), the lift force increases, leading to a larger ratio \( N_\perp / N_b \) of bubbles on the downward flow side of the vortices.

Bubbles coupling to the carrier flow: Turbulence modulation. We now study “active” bubbles [i.e., \( f_b \) as in Eq. (4)] with \( \tau_b = \tau_k / 10 \) and terminal velocity \( v_T = v_k \). The reason why we choose this (small) response time is to restrict our analysis to small bubble radii, in order to apply the point force approximation. The ratio \( a/\eta = 0.8 \), \( N_b = 144,000 \) and the void fraction is \( \alpha = 1.6\% \). Bubble–bubble interactions are neglected. This regime corresponds to microbubbles of diameter \( d \approx 150 \mu m \) in clean water. The bubble response time is kept constant and the rise speed is changed. We focus our attention on the two cases (A) \( v_T = 2v_k \) and (B) \( v_T = 4v_k \).

For two-way coupling clustering in vortices and preferential sweeping still exist, though in a more modest form as compared to the one-way coupling case, as already found in Ref. 14. Our main finding for the two-way coupling case is that the bubble action on the flow is selective in wavenumber: in Fig. 3 the dissipative spectra \( D(k) = 2\pi k^2 E(k) \) are compared to the spectrum for single phase flow. The spectrum with two-way coupling is reduced with respect to the single-phase turbulence at large scales and enhanced at small scales. Consequently, bubbles act as a sink of energy at large scale, whereas they force the flow at small scale.

In the competition between large scale and small scale effect we find that, for the Taylor–Reynolds number treated here (\( Re_l = 62 \) which is hardly modified through the two-way coupling), dissolution overwhelms the forcing: the overall effect is to reduce the turbulent dissipation rate. We find this result remarkable as in pseudoturbulence (flow forcing exclusively through rising bubbles) the rising bubbles of course induce extra dissipation. In Fig. 4 the total energy dissipation is plotted as a function of the ratio \( v_T / v_k \). Note that, without bubbles, \( \epsilon = 1 \). The curve has a minimum at \( v_T / v_k \approx 3–4 \), corresponding to \( v_T = 0.9–1.2 \). The physical explanation of our numerical finding is as follows: microbubbles, accumulated in downflow regions, locally transfer momentum upwards (see Fig. 2). Consequently, they reduce the intensity of the vertical velocity fluctuations and therefore also of the turbulent kinetic energy. The strongest effect is achieved when the bubble velocity scale \( v_T \) is of the order of the rms velocity fluctuation \( u_0 = 1.2 \). Then the bubble interaction with the energy containing large scale structures is most efficient and the dissipation reaches its minimum. An energy
reduction on large scales and an energy enhancement on small scales may lead to a modification of the spectral scaling exponent. Owing to the suggested mechanism the energy spectrum slope will be less steep than in one phase turbulence. Moreover, it will depend on the number of bubbles and will therefore be non-universal. 33
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32 The relative reduction of the bubble rise velocity (\(\frac{v_b}{v_{rj}}\)) however is smaller due to the increase of \(\nu_T\).
33 Note that this result does not contradict the experimental finding reported in Ref. 21. The regimes analyzed are different: in our case \(R_0 \gg 1\), leading to a turbulent wake behind the bubble, which according to Ref. 21 leads to the \(-\beta/3\) scaling exponent found in that paper.