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Summary

Many important chemical processes involve mass transfer of one or more species from the gaseous phase to the liquid phase. In the liquid phase the species from the gas phase are converted by a chemical reaction with species already present in the liquid phase. Typical examples of industrially important processes where this phenomenon is found include gas purification, oxidation, chlorination, hydrogenation and hydroformylation processes.

In behalf of the design of new reactors and the optimisation of existing reactors, advanced reactor models are required. In general, models of gas-liquid contactors consist of two main parts: the micro model and the macro model respectively. The micro model describes the interphase mass transfer between gas and liquid phase and the macro model describes the mixing behaviour in both phases. Both parts of the overall model can be solved sequential, but solving micro and macro model simultaneously is preferred because of optimisation of computational time.

The phenomenon of gas-liquid mass transfer is not new and has been intensively studied by scientists in the past (the stagnant film model was first described in 1923 (W.G. Whitman, Chem. Metall. Eng. 29)). Despite of this, it was concluded that some phenomena of gas-liquid mass transfer can be regarded as nearly completely unexplained. In this thesis some of these phenomena have been studied. The Higbie penetration micro model is used as a basis for the development of some new reactor models in this thesis. The influence of the liquid bulk on the mass transfer has been studied. Special attention has been paid to the dynamical behaviour and stability of gas-liquid reactors and the influence of mass transfer limitations on the dynamics. Also, some important differences between the results of the Higbie penetration model and the stagnant film model are illustrated.

Analytical solution of micro models for mass transfer accompanied by chemical reaction is restricted to asymptotic cases in which many simplifying assumptions had to be made (e.g. reaction kinetics are simple and the rate of the reaction is either very fast or very slow compared to the mass transfer). For all other situations numerical techniques are required for solving the coupled mass balances of the micro model. In
Summary

this thesis mostly numerical solution techniques have been applied. Where possible, analytical solutions of asymptotic cases have been used to check the validity of the numerical solution method.

By modifying one of the boundary conditions of the Higbie penetration model it has been studied how the mass transfer can be affected by the presence of the liquid bulk. In a packed column the liquid flows as a thin layer over the structured or dumped packing. It has been examined whether or not the penetration model can be applied for these situations. Both physical absorption and absorption accompanied by first and second order chemical reaction have been investigated.

From model calculations it is concluded that the original penetration theory, with assuming the presence of a well-mixed liquid bulk, can be applied also to systems where no liquid bulk is present, provided that the liquid layer has sufficient thickness. For packed columns this means, in terms of Sherwood number, \( \text{Sh} \geq 4 \) for both physical absorption and absorption accompanied by a first order reaction. In case of a second order 1,1-reaction a second criterion \( \text{Sh} \geq 4 \sqrt{D_b / D_a} \) has to be fulfilled. For very thin liquid layers (\( \text{Sh} < 4 \) or \( \text{Sh} < 4 \sqrt{D_b / D_a} \)), the original penetration model may give erroneous results, depending on the exact physical and chemical parameters, and the modified model is required.

Most numerical models of gas-liquid reactors make use of the physically less realistic stagnant film model because implementation of the stagnant film model is relatively easy using the Hinterland concept\(^1\). The combination of stagnant film model and Hinterland concept can successfully predict many phenomena of gas-liquid reactors. The Higbie penetration model is however preferred as a micro model because it is physically more realistic. Direct implementation of the Hinterland concept is not possible with the Higbie penetration model. In this thesis advanced numerical techniques have been applied to develop a new model that implements the Higbie

\[\text{Sh} \geq 4 \sqrt{D_b / D_a} \]

\(^1\) The Hinterland concept assumes the reaction phase to consist of a stagnant film and a well-mixed bulk. Inflow and outflow of species to and from the reactor proceeds via the non-reaction phase or via the bulk of the reaction phase, but never via the stagnant film.
penetration model for the phenomenon mass transfer accompanied by chemical reaction in well-mixed two-phase reactors.

By comparing the model results with analytical asymptotic solutions it is concluded that the model predicts the reactor satisfactorily. It is shown that for many asymptotic cases the results of this new model coincide with the results of the stagnant film model with Hinterland concept. For some special conditions, differences can exist between the results obtained using the stagnant film model with Hinterland concept and the implementation of the Higbie penetration model. An important result is that for 1,1-reactions the saturation of the liquid phase with gas phase species does not approach zero with increasing reaction rate (increasing Hatta number), contrary to what is predicted by the film model with Hinterland concept. Another important deviation can be found at the specific conditions of a so-called instantaneous reaction in combination with the absence of chemical enhancement of mass transfer \((Ha>>E_{\infty} \text{ and } E_{\infty}=2)\). Application of the penetration model does not provide any numerical difficulties, while application of the stagnant film model would lead to a discontinuity in the concentration gradient.

Another disadvantage of the Hinterland concept is that it can strictly only be applied to isothermal systems, whereas in the systems investigated in this thesis the reaction enthalpy is an important parameter that may significantly influence the phenomena of gas-liquid mass transfer. In this thesis a rigorous model has been developed that simulates the dynamic behaviour of stirred non-isothermal gas-liquid reactors by simultaneously solving the Higbie penetration model for the phenomenon mass transfer accompanied by chemical reaction and the dynamic gas and liquid phase component and heat balances. This is achieved by coupling the ordinary differential equations of the macro model mass and heat balances to the partial differential equations of the penetration model. Such a model has not been published in literature before, but results in a very reliable dynamic reactor model that can be applied over a wide range of conditions.

Using the newly developed rigorous reactor model it is shown that dynamic instability (limit cycles) can occur in gas-liquid reactors. The influence of mass transfer limitations on these limit cycles has been studied and it has been found that mass transfer limitations make the process more stable.
Although the rigorous model is believed to be a very accurate model, it has the disadvantage that due to the complex numerical methods applied it is a time-consuming model. In behalf of a more efficient prediction of the possible occurrence of limit cycles, the reactor model was simplified. The simplified model is suited for the prediction of limit cycles using a stability analysis. A stability analysis is a very efficient method to predict the dynamic behaviour and stability of a system of ordinary differential equations by linearisation of the governing non-linear ODE’s in the neighbourhood of the steady state and analysing the Eigenvalues. This method is very powerful for attaining design rules for stable operation of stirred gas-liquid reactors. The influence of mass transfer limitations on the limit cycles is predicted very well using the simplified model, though small discrepancies are found with the more accurate rigorous model.

The developed reactor models have been used to model the dynamics of a new, to be developed, industrial hydroformylation reactor. At a certain design of the reactor, the model predicts serious and undesired limit cycles. These conditions have to be avoided by an appropriate reactor design. Hydroformylation reactions are often characterised by a negative reaction order in carbon monoxide. Model calculations described in this thesis show that this can lead to interesting phenomena: at certain process conditions, an improvement of the mass transfer (higher $k_{la}$, for example due to better mixing) can give rise to a less stable reactor, without increasing the conversion. This unusual phenomenon is explained by the negative reaction order of carbon monoxide. Apparently, the increasing hydrogen and carbon monoxide concentrations cancel each other out and the overall reaction rate remains unchanged. The increasing hydrogen and carbon monoxide concentrations do however make the process more sensitive for the occurrence of limit cycles.

Finally, a start has been made with studying the influence of macro-mixing on the dynamical behaviour of gas-liquid reactors. For this purpose a cascade of two reactors in series is compared to a single reactor. The first results indicate that a cascade of reactors in series provides a dynamically more stable design. The total required cooling surface to prevent the occurrence of temperature-concentration limit cycles decreases significantly with increasing number of reactors in series. The first reactor in the cascade is the one with the highest risk of dynamic instability.
Samenvatting

Een aantal belangrijke chemische processen wordt gekenmerkt door stofoverdracht van een of meerdere componenten van de gasfase naar een vloeistoffase. In de vloeistoffase vindt vervolgens een chemische reactie plaats tussen de uit de gasfase afkomstige component(en) en een reeds in de vloeistoffase aanwezige component. Enkele voorbeelden van industrieel belangrijke processen waarbij dit verschijnsel zich voordoet zijn: gas-zuivering, oxidatie, chlorering, hydrogenering en hydroformylering.


Analytische uitwerking van met name de micro-modellen is beperkt tot een aantal eenvoudige situaties (onder meer zeer eenvoudig reactie-mechanisme en zeer hoge of juist zeer lage reactiesnelheid in relatie tot de stofoverdrachtssnelheid). In dit proefschrift is grotendeels gebruik gemaakt van numerieke methodes om de modellen op te lossen. Ter controle zijn, waar mogelijk, limitsituaties vergeleken met analytische oplossingen om zo de numerieke oplosmethodes te controleren.
Door aanpassing van één van de randvoorwaarden van het penetratiemodel is bestudeerd of, onder welke omstandigheden en in welke mate de absorptiesnelheid wordt beïnvloed door de aanwezigheid van de vloeistofbulk. In een gepakte kolom kan de vloeistof bijvoorbeeld in een dunne laag over de gestructureerde of gestorte pakking stromen. Onderzocht is of in dergelijke situaties het penetratiemodel nog toegepast kan worden. Fysische absorptie alsmede door 1,0- en 1,1-reacties chemisch versnelde stofoverdracht is bestudeerd.

Uit de modelberekeningen blijkt dat het penetratiemodel met de aannemer van de aanwezigheid van een goed gemengde vloeistofbulk ook kan worden toegepast bij afwezigheid van zo’n vloeistofbulk, mits de dikte van de vloeistoflaag een bepaalde minimaal benodigde waarde heeft. Voor gepakte kolommen kan dit worden uitgedrukt in een Sherwood-criterium. Indien Sh≥4 kan het penetratiemodel worden toegepast voor fysische absorptie of absorptie met 1,0-reactie. Bij 1,1-reacties geldt een aanvullende eis dat Sh≥4 √(D_b / D_a) . Indien aan deze criteria niet wordt voldaan dan kan de berekende absorptiesnelheid hoger zijn dan de werkelijke absorptiesnelheid.

Ten behoeve van de modellering van geroerde gas-vloeistof reactoren wordt, mede door de relatief eenvoudige implementatie, veelal gebruik gemaakt van het film model in combinatie met het Achterland concept\(^1\). Deze combinatie kan in veel situaties succesvol worden toegepast, doch het penetratie model en het surface renewal model zijn fysisch meer realistisch en verdienen derhalve de voorkeur boven het film model. Directe toepassing van het Achterland concept in combinatie met het penetratie model is echter niet mogelijk. In dit proefschrift wordt gebruik gemaakt van geavanceerde numerieke technieken ten behoeve van de ontwikkeling van een nieuw model waarin het Higbie penetratiemodel voor stofoverdracht met chemische reactie in goed gemengde gas-vloeistof reactoren is geïmplementeerd.

---

\(^1\) Het Achterland concept veronderstelt dat de reactiefase bestaat uit een stagnante film en een goed gemengde bulk. Instroom en uitstroom van componenten naar en van de reactor verloopt via de niet-reactiefase of via de bulk van de reactiefase, doch nooit via de stagnante film.
De resultaten van het model komen in limietsituaties grotendeels overeen met de resultaten verkregen met de combinatie van film model en Achterland concept. Er is echter ook een aantal specifieke condities waarbij de resultaten van het nieuw ontwikkelde model significant anders zijn dan de resultaten verkregen met bestaande modellen. Een belangrijk resultaat is dat voor 1,1-reacties de verzadiging van de vloeistoffase met de gasfasecomponent niet naar nul convergeert met toenemende reactiesnelheid (toenemend Hatta kental) terwijl dit volgens het film model met Achterland concept wel zo is. Een andere bijzonderheid treedt op onder de specifieke omstandigheden waarbij een zogenaamde instantane reactie optreedt in combinatie met de afwezigheid van chemische versnelling \( (Ha \gg E_{\infty} \text{ en } E_{\infty} = 2) \). Toepassing van het penetratiemodel geeft hier geen enkele moeilijkheid terwijl de toepassing van het film model resulteert in een discontinuïteit in de concentratiegradiënt.

Een ander nadeel van het Achterland concept is dat het een isotherm model is, terwijl bij de systemen welke in dit proefschrift zijn bestudeerd de reactie-enthalpie een belangrijke parameter is die van grote invloed kan zijn op de verkregen resultaten. In dit proefschrift is derhalve een rigoureus model ontwikkeld waarmee het penetratie model en het geroerde tank model simultaan worden opgelost door koppeling van de differentiaal vergelijkingen van de massa- en energiebalansen van het geroerde tank model aan de partieel differentiaal vergelijkingen van het penetratiemodel. Dit resulteert in een geavanceerd en uiterst betrouwbare dynamisch reactormodel dat niet eerder in de literatuur beschreven is.

Met behulp van het rigoureuze reactormodel is aangetoond dat dynamische instabiliteit (oscillaties) kan optreden in gas-vloeistof reactoren. Onderzocht is eveneens hoe deze oscillaties worden beïnvloed door stofoverdrachtslimiteringen. Het blijkt dat eventuele stofoverdrachtslimiteringen het systeem stabiler maken.

Hoewel het rigoureuze model een zeer nauwkeurig model is, heeft het wel het nadeel dat het als gevolg van de grote hoeveelheid gekoppelde (partiele) differentiaal vergelijkingen een tijdrovend model is. Voor een efficiëntere voorspelling van de oscillaties is het reactormodel vereenvoudigd. Dit vereenvoudigde model blijkt succesvol te kunnen worden ingezet om het optreden van oscillaties te voorspellen door middel van een stabiliteitsanalyse. Een stabiliteitsanalyse is een zeer efficiënte methode om het dynamisch gedrag en de stabiliteit van een systeem van gewone differentiaal
Samenvatting

vergelijkingen (DV) te voorspellen door middels van een linearisatie van de niet-lineaire DV’s in de nabijheid van de stationaire toestand gevolgd door een analyse van de Eigenwaarden. De invloed van stofoverdrachtslimiteringen op de oscillaties wordt door het vereenvoudigde model goed voorspelt, hoewel er kleine verschillen bestaan ten opzichte van de resultaten verkregen met het rigoureuze model.

De nieuwe modellen zijn gebruikt om het dynamisch gedrag van een nieuw te ontwerpen industriële hydroformyleringsreactor te bestuderen. Onder bepaalde ontwerpcondities voorspelt het model ongewenste oscillaties. Deze condities dienen derhalve vermeden te worden bij het reactorontwerp. Hydroformyleringsreacties hebben vaak een negatieve reactieorde in koolmonoxide. Uit modelberekeningen blijkt dat dit onder specifieke omstandigheden kan leiden tot interessante verschijnselen: een verbetering van de stofoverdracht (hogere $k_{la}$, bijvoorbeeld door harder te roeren) kan in een specifiek regime leiden tot een minder stabiele reactor, terwijl de conversie niet verandert of zelfs kan dalen. Dit ongewone verschijnsel kan worden verklaard door de negatieve reactieorde in koolmonoxide. Klaarblijkelijk heffen de toenemende concentraties van waterstof en koolmonoxide elkaar op en blijft de resulterende reactiesnelheid onveranderd. De toenemende concentraties van waterstof en koolmonoxide maken het proces echter wel gevoeliger voor het optreden van oscillaties.

Tot slot is een eerste aanzet gegeven om de invloed van macro-menging op het dynamisch gedrag van gas-vloeistof reactoren te bestuderen. Hiertoe is een cascade van twee reactoren in serie vergeleken met een enkele reactor. De eerste resultaten wijzen erop dat het plaatsen van meerdere reactoren in serie resulteert in een dynamisch stabiler ontwerp. Het totaal benodigde koeloppervlak om temperatuuroscillaties te voorkomen is aanzienlijk kleiner bij plaatsing van reactoren in serie. De grootste risico’s voor instabiliteit treden op in de eerste reactor in de cascade.
CHAPTER 1

General introduction
Chapter 1
Chapter 1

1. Gas-liquid contactors

Gas-liquid contactors are frequently encountered in chemical process industry. In these contactors a gas phase and a liquid phase are brought into contact with each other and mass transfer between the gas and the liquid phase takes place. Often, but not necessarily, the mass transfer is accompanied by the simultaneous occurrence of a chemical reaction. A good understanding of the behaviour of gas-liquid contactors is essential for design purposes.

Gas-liquid contactors exist in a number of configurations. Mass transfer can take place from the gas phase to the liquid phase as well as from the liquid phase to the gas phase. Chemical reactions may occur in the gas and/or in the liquid phase respectively. Gas and liquid phases can have various mixing patterns (plug flow, well stirred, plug flow with axial dispersion, etc.).

This thesis focuses on gas-liquid contactors where one or more species are transferred from the gas phase to the liquid phase, optionally followed by a chemical reaction in the liquid phase. Industrially important examples of such gas-liquid processes include gas purification, oxidation, chlorination, hydrogenation and hydroformylation processes. Chapter 2 of this thesis focuses on gas-liquid contactors without the presence of a liquid bulk. Chapter 3 to 6 focus on gas-liquid reactors with the presence of a well-stirred liquid bulk.

2. Gas-liquid mass transfer

A numerical model of a gas-liquid contactor typically consists of two main parts: the micro model, describing the mass transfer between the gas and the liquid phase and the macro model describing the mixing pattern within the individual gas and liquid phases. Frequently applied micro models include:

1. The stagnant film model (Whitman, 1923).
2. The Higbie penetration model (Higbie, 1935).
3. The Danckwerts surface renewal model (Danckwerts, 1951).
Chapter 1

The stagnant film model assumes the presence of a stagnant liquid film, while the penetration model and the surface renewal model approach the gas-liquid mass transfer using dynamic absorption in small liquid elements at the contact surface. In this thesis the Higbie penetration model is selected because:

1. As pointed out by Westerterp et al. (1990) and Versteeg et al. (1987) the Higbie penetration model is physically more realistic than the stagnant film model.
2. Chapter 3 to 6 of this thesis go into the subject of modelling the dynamic behaviour of gas-liquid reactors. The stagnant film model is not a dynamic model and thus less suited for modelling dynamic processes. The Higbie penetration model is a dynamic micro model and can be applied in dynamic models.
3. In this thesis some phenomena are described for which the stagnant film model may fail or at least be less accurate.
4. The Higbie penetration model was favoured to the Danckwerts surface renewal model because the Higbie penetration model is easier to implement and can describe all phenomena discussed in this thesis.

3. This thesis

Gas-liquid mass transfer has been studied scientifically for a long period of time (the stagnant film model was first published in 1923 by Whitman). In spite of this, there still exist no satisfactory design criteria for all phenomena of gas-liquid mass transfer that may occur. This is mainly due to restrictions in mathematically solving the governing compound or mass balances. However, modern computer technology now makes it possible to numerically solve these complex models. In this thesis, the following phenomena of gas-liquid mass transfer are discussed:

1. In Chapter 2, the influence of the absence of a liquid bulk on the mass transfer flux is studied.
2. In Chapter 3, the implementation of the penetration model in dynamic macro models for ideally stirred gas-liquid reactors is described. This chapter also discusses some differences between the penetration model and the stagnant film model.
3. In Chapters 4 to 6, the influence of gas-liquid mass transfer on the dynamic stability of gas-liquid reactors is described.
3.1 Systems without the presence of a well-mixed liquid bulk

One of the boundary conditions of the penetration model is that the concentration gradient at infinite distance of the mass transfer surface is equal to zero. This boundary condition restricts the applicability of the penetration model to systems with a sufficiently large liquid bulk (Versteeg et al., 1989). Some gas-liquid contactors are characterised by the absence of a liquid bulk, a very thin layer of liquid flows over a solid surface. An example of such a contactor is an absorption column equipped with structured packing elements.

In Chapter 2 of this thesis, the boundary conditions of the penetration model are modified such that the penetration theory can be applied to systems where no liquid bulk is present. The differences with systems with a liquid bulk are discussed and criteria for application of the penetration model are given. This work is for example important for the modelling of CO$_2$ and/or H$_2$S absorption in gas treatment with aqueous amine solutions in packed columns as pointed out by Knaap et al. (2000).

3.2 Systems with the presence of a liquid bulk

In modelling of well-mixed gas-liquid reactors, the most frequently applied micro model is the stagnant film model. Implementation of the stagnant film model in the overall reactor model is relatively easy using the Hinterland concept (see Westerterp et al., 1990), although only applied to first order irreversible reactions. In literature no model has been presented with which the Higbie penetration model is implemented as part of a dynamic overall gas-liquid reactor model, therefore such a model has been developed in this thesis. In Chapter 3 the new model, where the Higbie penetration model is implemented in a dynamic macro model of well-mixed gas-liquid reactors, is presented. This results in a very reliable and widely applicable reactor model based on the physically realistic penetration theory.

Although in most situations it is found that the new model gives similar results as compared to the Hinterland concept, Chapter 3 also discusses some interesting differences between both models.
Chapter 1

3.3 Limit cycles

Multiplicity, stability and dynamics of single phase reactors is described intensively in literature (e.g. Westerterp et al., 1990). Analytical design rules for stable operation are available, provided that the system can be described sufficiently accurate with a system of two ordinary differential equations. An example of such a system is a cooled single phase continuously ideally stirred tank reactor (Vleeschhouwer and Fortuin, 1990).

Prediction of the dynamics of ideally stirred gas-liquid reactors is more complex and only a few papers are devoted to this subject. As pointed out by Vleeschhouwer (Vleeschhouwer et al., 1992) accurate prediction of the dynamic behaviour of industrial gas-liquid reactors is very important because badly designed reactors can lead to dynamic instability (limit cycles). Generally, the occurrence of limit cycles has to be avoided, because they may adversely affect product quality, downstream operations, catalyst deactivation and can lead to serious difficulty in process control and therefore unsafe operations. One of the main incentives of this thesis was to improve the available design rules for stable operation of gas-liquid reactors.

In Chapter 4 general applicable design rules for stable operation of well-mixed gas-liquid reactors are developed and validated. These design rules are an extension of the work presented by Vleeschhouwer et al. (1990). The influence of mass transfer on the occurrence of limit cycles is discussed.
In Chapter 5 the stability of an industrial hydroformylation reactor is modelled. Special attention has been paid to the effect of the mass transfer coefficient on the stability and conversion of the hydroformylation process.
In Chapter 6 the influence of putting more stirred gas-liquid reactors in series on the design rules is discussed. Also, the first results of a study to the feasibility of stabilising possible limit cycles by implementation of a suitable controller is discussed briefly.
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CHAPTER 2

Applicability of the penetration theory for gas-liquid mass transfer in systems without a liquid bulk
Abstract

Frequently applied micro models for gas-liquid mass transfer all assume the presence of a liquid bulk. However, some systems are characterised by the absence of a liquid bulk, a very thin layer of liquid flows over a solid surface. An example of such a process is absorption in a column equipped with structured packing elements. The Higbie penetration model (Higbie, 1935) was slightly modified, so that it can describe systems without liquid bulk. A comparison is made between the results obtained with the modified model and the results that would be obtained when applying the original penetration theory for systems with a liquid bulk. Both physical absorption and absorption accompanied by first and second order chemical reaction have been investigated. It is concluded that the original penetration theory can be applied for systems without liquid bulk, provided that the liquid layer has sufficient thickness ($\delta > d^*_{pen}$). For packed columns this means, in terms of Sherwood number, $Sh \geq 4$. In case of a 1,1-reaction with $Ha > 0.2$ a second criterion is $Sh \geq 4 \sqrt{D_b / D_a}$. For very thin liquid layers ($Sh < 4$ or $Sh < 4 \sqrt{D_b / D_a}$), the original penetration model may give erroneous results, depending on the exact physical and chemical parameters, and the modified model is required.

Experiments are required to confirm the results found in this numerical study.
1. Introduction

Mass transfer from a gas phase to a liquid phase proceeds via the interfacial area. Micro models are required to model this interphase transport of mass that may take place in combination with a chemical reaction.

Frequently applied micro models are the stagnant film model in which mass transfer is postulated to proceed via stationary molecular diffusion in a stagnant film of thickness $\delta$ (Whitman, 1923), the penetration model in which the residence time $\theta$ of a fluid element at the interface is the characteristic parameter (Higbie, 1935), the surface renewal model in which a probability of replacement is introduced (Danckwerts, 1951), and the film-penetration model which is a two-parameter model combining the stagnant film model and the penetration model (Dobbins, 1956 and Toor & Marchello, 1958).

All micro models mentioned above assume the presence of a well-mixed liquid bulk. This may limit the application of these models to systems where a liquid bulk is present, for example absorption in a tray column or mass transfer in a stirred tank reactor. The question arises whether it is also possible to apply the micro models for systems where no liquid bulk is present, for example absorption in a column with structured or random packing elements, where thin liquid layers flow over the packing.

In this chapter, the penetration model approach is adapted, so that it can describe systems without a liquid bulk. Next, a comparison is made between the results obtained with the modified model and the results that would be obtained when applying the original penetration theory for systems with a liquid bulk.

2. Theory

2.1 Introduction

The problem considered is gas-liquid mass transfer followed by an irreversible first or second order chemical reaction:

$$A(g) + \gamma_B B(l) \rightarrow \gamma_C C(l) + \gamma_D D(l)$$

(2.1)
with the following overall reaction rate equation:

\[ R_a = k_R[A][B]^n \]  \hspace{1cm} (2.2)

where \( \gamma_b = n = 0 \) in case of a first order reaction and \( \gamma_b = n = 1 \) in case of a second order reaction.

The mathematical model used is based on the following assumptions:

1. Mass transfer of component A takes place from the gas phase to a liquid layer that flows over a vertical contact surface (i.e. a packing or a reactor wall)
2. The mass transfer in the gas phase is described with the stagnant film model. The conditions are chosen so that the gas phase mass transfer is no limiting factor.
3. The mass transfer in the liquid phase is described according to the penetration model approach.
4. The reaction takes place in the liquid phase only.
5. The liquid phase components (B, C and D) are non-volatile.
6. Axial dispersion in the liquid layer can be neglected.
7. The velocity profile in the liquid layer is either plug flow or a fully developed parabolic velocity profile (laminar flow).
8. The possible influence of temperature effects on micro scale is neglected.

### 2.2 Higbie penetration model

First, the standard penetration theory is discussed (Figure 2.1). The phenomenon of mass transfer accompanied by a chemical reaction is governed by the following equations:

\[
\frac{\partial [A]}{\partial t} = D_a \frac{\partial^2 [A]}{\partial x^2} - R_a
\]

\[
\frac{\partial [B]}{\partial t} = D_b \frac{\partial^2 [B]}{\partial x^2} - \gamma_b R_a
\]

\hspace{1cm} (2.3)
\hspace{1cm} (2.4)
To permit a unique solution of the non-linear partial differential equations (2.3) and (2.4) one initial (2.5) and two boundary conditions (2.6) and (2.7) are required:

\[ t = 0 \text{ and } x \geq 0 : [A] = [A]_{l, \text{bulk}}, [B] = [B]_{l, \text{bulk}} \]  
\[ (2.5) \]

\[ t > 0 \text{ and } x = \infty : [A] = [A]_{l, \text{bulk}}, [B] = [B]_{l, \text{bulk}} \]  
\[ (2.6) \]

\[ J_a = -D_a \left( \frac{\partial [A]}{\partial x} \right)_{x=0} = k_g \left( [A]_{g, \text{bulk}} - \frac{[A]_{x=0}}{m_a} \right) \]  
\[ (2.7) \]

Species C and D do not need to be considered because, due to the irreversibility of the reaction (2.1), they do not influence the mass transfer.

\[ \begin{align*}
\frac{\partial [B]}{\partial x} & \bigg|_{x=0} = 0
\end{align*} \]

\[ \delta_g \]

\[ x=0 \quad x=\infty \]

\[ \delta_g \]

\[ x=0 \quad x=\delta \]

**Figure 2.1:** Penetration model for systems with liquid bulk.

**Figure 2.2:** Penetration model for systems without liquid bulk.
2.3 Extension of penetration model for systems without liquid bulk

In this section it is assumed that mass transfer takes place from a continuous gas phase to a liquid layer that flows down over a vertical contact surface (Figure 2.2). The model can however be modified easily to apply for non-vertical surfaces or even for systems without contact surface.

Mass transport in the $x$ direction takes place by diffusion, as is the case with the penetration model. Mass transport in the vertical ($y$) direction takes place primarily due to the flow in the liquid layer over the contact surface. The contribution of diffusion or axial dispersion to the mass transport is neglected.

$$v_y \frac{\partial[A]}{\partial y} = D_a \frac{\partial^2[A]}{\partial x^2} - R_a$$  \hspace{1cm} (2.8)

$$v_y \frac{\partial[B]}{\partial y} = D_b \frac{\partial^2[B]}{\partial x^2} - \gamma_b R_a$$  \hspace{1cm} (2.9)

Please note that these equations are similar to the penetration model (Equations (2.3) and (2.4)). The vertical velocity $v_y$ and the vertical position $y$ have replaced the time variable $t$.

To permit a unique solution of the non-linear partial differential equations (2.8) and (2.9) one boundary condition for $y$ (2.10) and two boundary conditions for $x$ (2.11) and (2.12) are required:

$$y = 0 \text{ and } x \geq 0 : [A] = [A]_{t,0}, [B] = [B]_{t,0}$$ \hspace{1cm} (2.10)

$$y > 0 \text{ and } x = \delta : \frac{\partial[A]}{\partial x} = 0, \frac{\partial[B]}{\partial x} = 0$$ \hspace{1cm} (2.11)

$$J_a = -D_a \left( \frac{\partial[A]}{\partial x} \right)_{x=0} = k_g \left( [A]_{g,\text{bulk}} - \frac{[A]_{x=0}}{m_a} \right)$$ \hspace{1cm} (2.12)

$$\left( \frac{\partial[B]}{\partial x} \right)_{x=0} = 0$$
Please note that the boundary condition for $x=\infty$ (Equation (2.6)) has been replaced by a boundary condition for $x=\delta$ (Equation (2.11)). Equation (2.11) is a mathematical formulation for the fact that no species can diffuse through the solid surface.

### 2.4 Velocity profile

The velocity profile, required to solve the model, is limited by two extremes:

1. Plug flow, the velocity $v_y$ is independent of the position $x$.
2. Laminar flow with no-slip boundary condition, the velocity $v_y$ at the wall is zero.

Assuming a parabolic velocity profile $v_y$ can be calculated from

$$v_y = v_{\text{max}} \left(1 - \left(\frac{x}{\delta}\right)^2\right)$$

(2.13)

The maximum velocity $v_{\text{max}}$ is found at the gas-liquid interface and can be calculated from:

$$v_{\text{max}} = \frac{\rho g \delta^2}{2\mu}$$

(2.14)

The most likely situation is that at $t=0$, the velocity profile is a plug flow profile. At $t>0$ the velocity profile gradually changes from plug flow to parabolic. The actual (average) mass transfer flux between $t=0$ and $t=\theta$ will be in between the mass transfer flux for plug flow and for parabolic velocity profile depending on the contact length $L$.

### 2.5 Mass transfer flux

The mass transfer flux is calculated as the average flux over the contact time $\theta$ (penetration model) or the contact length $L$ (layer model):

$$J_{a,\text{bulk}} = \frac{1}{\theta} \int_0^\theta -D_a \left(\frac{\partial [A]}{\partial x}\right)_{x=0} \, dt$$

(2.15)
\[ J_{a,\text{layer}} = \frac{1}{L} \int_0^L D_a \left( \frac{\partial [A]}{\partial x} \right) \bigg|_{x=0} \, dy \]  \hspace{1cm} (2.16)

### 2.6 Numerical treatment

In the penetration theory, the concentration profiles are time-dependent: they develop a solution of a system of coupled non-linear parabolic partial differential equations subject to specified initial and two-point boundary conditions. The approach used to solve these equations is based on the method presented by Versteeg et al. (1989). However, the special error-function transformation used by Versteeg et al. was not implemented, because this can only be used for systems with a liquid bulk present.

### 3. Results

#### 3.1 Introduction

The main goal of this chapter is to investigate what are the differences between the results obtained with the penetration model for systems with liquid bulk and the results obtained with the modified model for systems where a thin liquid layer flows over a vertical contact surface.

Three different kinds of absorption have been investigated: physical absorption (section 3.2), absorption and irreversible 1,0 reaction (section 3.3) and finally absorption and irreversible 1,1 reaction (section 3.4). Both plug flow and parabolic velocity profiles in the liquid layer were studied. All the important parameters ([A], [B], \( D_a, D_b, k_R, \delta, k_l, m_a, v_{\text{max}} \)) have been varied over a wide range.

It was found that most results could be summarised into only a few plots, using dimensionless numbers. The important dimensionless numbers used are:

\[ \eta = \frac{J_{a,\text{layer}}}{J_{a,\text{bulk}}} \]  \hspace{1cm} (2.17)
\[ X_i = \frac{\delta}{d_{pen_i}} = \frac{\delta}{\sqrt{4D_i\theta}} \quad (2.18) \]

\[ Ha = \frac{\sqrt{k_r[B]^n D_a}}{k_i} \quad (2.19) \]

\[ Sat = \frac{[A]^0_{g}}{m_a[A]_g} \quad (2.20) \]

### 3.2 Physical absorption

First consider physical absorption \((k_R=0)\). The analytical solution of the absorption flux for the penetration model is given by:

\[ J_{a,\text{bulk}} = k_l(m_a[A]_g - [A]_l) \quad (2.21) \]

As a basecase, the following conditions were taken: \(k_l=5\cdot10^{-5}\) m/s, \(m_a=0.5\), \([A]_g=100\) mol/m\(^3\), \(D_a=1\cdot10^{-9}\) m\(^2\)/s, plug flow velocity in layer with \(v_y=0.1\) m/s. The corresponding penetration depth \((d_{pen})\) is 45 \(\mu\)m. The mass transfer flux found with the modified model is given for layers of different thickness in Table 2.1.

<table>
<thead>
<tr>
<th>layer model</th>
<th>(J_{a,\text{bulk}})</th>
<th>(J_{a,d_{pen}})</th>
<th>(J_{a,d_{pen}/2})</th>
<th>(J_{a,d_{pen}/4})</th>
<th>(J_{a,d_{pen}/8})</th>
<th>(J_{a,d_{pen}/16})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0025</td>
<td>0.00249</td>
<td>0.00206</td>
<td>0.00111</td>
<td>0.00055</td>
<td>0.00028</td>
<td></td>
</tr>
</tbody>
</table>

It is found (Table 2.1) that the mass transfer flux decreases with decreasing layer thickness. If the layer has a thickness of at least the penetration depth \((\delta>d_{pen})\) the mass transfer flux approaches a value that corresponds to the mass transfer flux according to the penetration theory \((J_{a,d_{pen}}=J_{a,\text{bulk}})\).
Figure 2.3: Development of concentration profiles for basecase with liquid bulk.

Figure 2.4: Development of concentration profiles for basecase with $\delta=d_{pen}$.

Figure 2.5: Development of concentration profiles for basecase with $\delta=d_{pen}/2$. 
The reason that the mass transfer flux decreases once the layer becomes thinner than the penetration depth is obvious: species A penetrates so deeply into the liquid layer during the available contact period that it reaches the solid contact surface. Since species A can not pass the contact surface, the penetrated molecules will collect in the liquid layer. The build up of these molecules results in an increasing liquid phase concentration of species A, thus reducing the effective driving force. As a result, the gradient of species A at the gas-liquid interface will decrease and also the average mass transfer flux during the contact period will decrease (Equations (2.12) and (2.16)).

This is visualised by comparing Figure 2.3, 2.4 and 2.5, where the “time” dependent solution of the penetration and layer model is given and from which the mass transfer flux can be obtained using Equation (2.15) or (2.16). In Figure 2.3 the concentration profiles during the absorption period are shown for a system with liquid bulk. In Figure 2.4 the same parameters have been used for a system without liquid bulk and a liquid layer with a thickness $d_{\text{pen}}$. In Figure 2.4 it can be seen that for the last three lines species A starts to build up in the liquid layer (please note that $d_{\text{pen}}$ is somewhat smaller than the actual physical penetration depth $d^*_{\text{pen}}$). The influence on the mass transfer flux can however still be neglected since the gradient of the lines at the gas-liquid interface ($x=0$) is still almost equal to that shown in Figure 2.3. In Figure 2.5 the layer thickness has been reduced to $d_{\text{pen}}/2$. Now, the gradient of the last three lines at $x=0$ is significantly smaller so that the mass transfer flux will decrease (see also Table 2.1).

![Figure 2.6](image)

**Figure 2.6:** Cumulative (scaled) contribution of mass transfer flux with layer model versus bulk model at various layer thickness, plug flow velocity profile.
This is also shown in Figure 2.6, where the cumulative flux of the layer model during the contact period is plotted (vertical axis) against the cumulative flux of the penetration model (horizontal axis). Initially, the cumulative flux is independent of the layer thickness (lower left corner of Figure 2.6) and at a certain moment, depending on the layer thickness, the flux of the layer model falls behind that of the penetration model because species A builds up in the liquid layer and reduces the driving force for mass transfer.

The results presented in Table 2.1 are valid for the basecase only. In Table 2.2, the results are generalised by conversion in a dimensionless mass transfer efficiency compared to a system with liquid bulk (Equation (2.17)). Variation of various system parameters over a wide range showed that Table 2.2 is valid for any value of $k_l$, $m_a$, $[A]_g$, $[A]_l^0$, $D_a$ and $v_y$ (plug flow velocity profile).

**Table 2.2:** Mass transfer efficiency compared to system with liquid bulk, results are valid for physical absorption (plug flow profile).

<table>
<thead>
<tr>
<th>$\eta_{d^{pen}}$</th>
<th>$\eta_{d^{pen}}$</th>
<th>$\eta_{d^{pen}/2}$</th>
<th>$\eta_{d^{pen}/4}$</th>
<th>$\eta_{d^{pen}/8}$</th>
<th>$\eta_{d^{pen}/16}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>0.82</td>
<td>0.44</td>
<td>0.22</td>
<td>0.11</td>
</tr>
</tbody>
</table>

The only parameters influencing the results presented in Table 2.2 are the occurrence of a chemical reaction (see section 3.3 and 3.4) and the shape of the velocity profile. In case of a fully developed parabolic velocity profile, the results are as given in Table 2.3.

**Table 2.3:** Mass transfer efficiency compared to system with liquid bulk, results are valid for physical absorption (parabolic flow profile).

<table>
<thead>
<tr>
<th>$\eta_{d^{pen}}$</th>
<th>$\eta_{d^{pen}}$</th>
<th>$\eta_{d^{pen}/2}$</th>
<th>$\eta_{d^{pen}/4}$</th>
<th>$\eta_{d^{pen}/8}$</th>
<th>$\eta_{d^{pen}/16}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.99</td>
<td>0.92</td>
<td>0.59</td>
<td>0.30</td>
<td>0.15</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Comparing Table 2.2 and Table 2.3 shows that the mass transfer efficiency with a parabolic velocity profile is lower than with a plug flow velocity profile. Since the mass transfer flux for systems with bulk ($J_{a,\text{bulk}}$) will be the same for both cases, the same conclusion holds with respect to the absolute value of the mass transfer flux. A possible explanation is that with a parabolic velocity profile the liquid layer will move slower close to the solid contact surface. This results in a larger accumulation of species A.
close to the solid contact surface (close to \( y = \delta \)) and thus lowers the driving force and the mass transfer flux.

It is found (Table 2.3) that if the layer has a thickness of at least the physical penetration depth (\( \delta > d^*_{\text{pen}} \)) the mass transfer flux approaches a maximum that corresponds to the mass transfer flux according to the penetration theory. The requirement of a layer thickness of at least \( d^*_{\text{pen}} \) is obvious, because this is the maximum distance that species A can penetrate during the contact time. If the liquid layer has a thickness above this, species A will not at all reach the solid contact surface and the flux will not be affected by it.

The fact that in case of a plug flow velocity profile the minimum required thickness (\( d_{\text{pen}} \)) is somewhat less than for a parabolic profile (\( d^*_{\text{pen}} = d_{\text{pen}} \sqrt{\pi} \)) is caused by the fact that although species A does reach the contact surface during the contact period and although species A starts to build up in the liquid layer, the gradient at the gas-liquid interface is not significantly affected and especially the average gradient is not changing significantly in case of plug flow (Figure 2.4) but does change in case of a parabolic profile (Figure 2.7). This is also found by comparing the cumulative flux for parabolic flow (Figure 2.8) and plug flow (Figure 2.6). In case of parabolic flow the flux obtained with a layer of thickness \( d_{\text{pen}} \) falls behind the flux of the penetration model a little bit (upper right corner of Figure 2.8) while this is not the case for plug flow (Figure 2.6).

**Figure 2.7:** Development of concentration profiles for basecase with \( \delta = d_{\text{pen}} \) and parabolic velocity profile.
Figure 2.8: Cumulative (scaled) contribution of mass transfer flux with layer model versus bulk model at various layer thickness, parabolic velocity profile.

3.3 Absorption and irreversible 1,0-reaction

Absorption can be accompanied by a chemical reaction. In case of an irreversible 1,0-reaction, species A is converted in the liquid phase into one or more products (C and D):

$$ A(g) \rightarrow A(l) \rightarrow \gamma_c C(l) + \gamma_d D(l) $$  \hspace{1cm} (2.22)

$$ R_a = k_R[A] $$  \hspace{1cm} (2.23)

An important parameter that characterises how the mass transfer is affected by the chemical reaction is the reaction-diffusion modulus (Hatta number (Hatta, 1932)):

$$ Ha = \frac{\sqrt{D_a}}{k_i} $$  \hspace{1cm} (2.24)

For systems with bulk, the ‘fast reactions’ ($Ha>2$) are considered to proceed predominantly near the gas-liquid interface, while the ‘slow reactions’ ($Ha<0.2$) are considered to occur mainly in the liquid bulk. Based on this, it can be expected that the
differences between the mass transfer flux for systems with bulk and systems with a liquid layer are most important at low Hatta numbers.

To confirm this, the mass transfer efficiency was determined as a function of Hatta number and layer thickness. It was found that the results do not depend on $k_i$, $m_a$, $[A]_g$, $D_a$ and $v_y$ (plug flow velocity profile). The reaction kinetics ($k_R$) do influence the results and this is included in the results using the dimensionless $Ha$ number (Figure 2.9).

![Figure 2.9: Mass transfer efficiency relative to system with liquid bulk. First order reaction, initially clean liquid, plug flow velocity profile.](image)

With increasing reaction rate (increasing $Ha$) the minimum required layer thickness for optimal mass transfer ($\eta=1$) decreases. For example, for $Ha=0.1$ a layer with a thickness of $d_{pen}$ is required to obtain an efficiency of 1.0. For $Ha=10$ a layer with a thickness of only $d_{pen}/8$ is sufficient for an efficiency of 1.0. This can be explained by the fact that with increasing reaction rate, the effective penetration depth of species A decreases because more molecules have been converted into products C and D before they reach the solid contact surface (see Figure 2.10). The accumulation of species A in the liquid layer is thus reduced and the driving force for mass transfer remains at a high level.

Again, in case of plug flow velocity profile, a layer thickness of at least $d_{pen}$ ensures a mass transfer flux equal to that of a system with liquid bulk, for all Hatta numbers.
The parameter \([A]_0\) also influences the results and this is included in the results using the dimensionless number \(Sat\). A saturation of 80% means for example that the liquid layer was initially loaded with gas phase species A to an amount of 80% of the saturation capacity (Equation (2.20)). It is found that the initial saturation of the liquid layer (\(Sat\)) has an influence on the efficiency factor for Hatta numbers from approximately 0.1 to 2.0 (Figure 2.11). For these Hatta numbers, the efficiency factor increases with the amount of initial saturation.

**Figure 2.10:** Development of concentration profiles for \(Ha=10\) with \(\delta=d_{pen}/8\).

**Figure 2.11:** Mass transfer efficiency relative to system with liquid bulk. First order reaction, plug flow velocity profile.
To explain this result, the three different regions have to be discussed separately. For low Hatta numbers ($Ha<0.1$) the mass transfer flux decreases linear with $(1-Sat)$, this will be the same for systems with and without liquid bulk, so that the efficiency is not dependent of $Sat$. For high Hatta numbers ($Ha>2$) the reaction is so fast that the saturation decreases to zero very fast and the initial saturation ($Sat$) does not at all influence the flux. Again, the efficiency is not a function of $Sat$. In the intermediate region ($0.1<Ha<2$) the situation is more complex, the flux is dependent of $Sat$, but varies not linear with $(1-Sat)$. In this region, the mass transfer is affected by the chemical reaction as well as the diffusion process. The diffusion process itself is however influenced by the presence of the solid contact surface. As can be seen from Figure 2.11 this becomes more important with decreasing layer thickness (the relative difference in efficiency between a saturation of 0% and 95% increases with decreasing layer thickness, see Table 2.4). This can be understood if one realises that the influence of the pre-saturation ($Sat$) decreases in the intermediate region with decreasing layer thickness. Thin liquid layers are saturated faster than thicker layers during the contact period. The consequence of this is that the negative influence of pre-saturation on the absorption flux is (relatively) more important with increasing layer thickness.

<table>
<thead>
<tr>
<th>$\eta_{Sat=0%}$</th>
<th>$d_{pen}$</th>
<th>$d_{pen}/2$</th>
<th>$d_{pen}/4$</th>
<th>$d_{pen}/8$</th>
<th>$d_{pen}/16$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.00</td>
<td>0.848</td>
<td>0.485</td>
<td>0.248</td>
<td>0.125</td>
</tr>
<tr>
<td>$\eta_{Sat=95%}$</td>
<td>1.00</td>
<td>0.905</td>
<td>0.583</td>
<td>0.311</td>
<td>0.158</td>
</tr>
</tbody>
</table>

$\eta_{Sat=95\%}$
$\eta_{Sat=0\%}$

1.00 1.07 1.20 1.25 1.26

In case of a fully developed parabolic velocity profile, a similar plot is obtained (Figure 2.12). A layer thickness of at least $d_{pen}^*$ is required to ensure a mass transfer flux equal to that of a system with liquid bulk, for all Hatta numbers.
Again, the influence of pre-saturating the liquid was investigated (Figure 2.13). It can be seen that in case of a parabolic velocity profile the mass transfer flux of an initially partially saturated liquid can in theory be higher in case of a liquid layer with thickness of $d_{pen}/2$ than for a system with liquid bulk (an efficiency of 1.13 is found for a 95% saturated liquid layer at $Ha=0.4$).

**Figure 2.12:** Mass transfer efficiency relative to system with liquid bulk.
First order reaction, initially clean liquid, parabolic velocity profile.

**Figure 2.13:** Mass transfer efficiency relative to system with liquid bulk.
First order reaction, parabolic velocity profile.
This can be explained by the fact that for these conditions, the liquid is initially containing more of species A than it does after the contact period. In other words, at \( t=0 \) the value of \( \text{Sat} \) is so high that species A is consumed faster than it is transferred from the gas phase to the liquid phase. The chemical reaction enhances the mass transfer, and this influence is favoured by the parabolic velocity profile due to a low refreshment rate near the solid contact surface. The small axial velocity close to the solid contact surface increases the residence time of the liquid there, which results in an increased conversion of pre-saturated species A. This extra drop in concentration can further enhance the mass transfer flux. For thinner liquid layers this becomes more important because \( \frac{dv_y}{dx} \) is larger. Please note that this is not of any practical importance because in practical situations the liquid will initially never be saturated so much that the consumption of A is higher than the transport of A to the liquid.

### 3.4 Absorption and irreversible 1,1-reaction

In case of an irreversible 1,1-reaction, species A and B are converted in the liquid phase into one or more products (C and D):

\[
A(g) \rightarrow A(l); \quad A(l) + \gamma_B B(l) \rightarrow \gamma_C C(l) + \gamma_D D(l)
\]  

(2.25)

\[
R_a = k_R[A][B]
\]  

(2.26)

\[
Ha = \frac{\sqrt{k_R[B]D_a}}{k_l}
\]  

(2.27)

In case of a 1,1-reaction, not only species A has to diffuse in the liquid layer, but also species B. This introduces an extra parameter, the maximum enhancement factor, which is approximately given by

\[
E_{a\infty} \equiv \left(1 + \frac{D_{b[B]_{\text{bulk}}}}{\gamma_B D_a[A]_l}\right) \frac{D_a}{D_b}
\]  

(2.28)

The region with ‘fast reaction’ (\( Ha>2 \)) can be divided in three separate regions. The first region (\( 2<Ha<<E_{a\infty} \)) where the mass transfer is enhanced by chemical reaction, but
where the supply of species B is not a limiting factor. The second region \((Ha \gg E_{a\infty})\) where the supply of species B is a limiting factor. The third region is the intermediate area \((Ha = E_{a\infty})\) where a transformation from the first regime to the second regime occurs.

In case of a liquid layer, there is no bulk concentration of B and the following expression was used:

\[
b \approx \frac{D_a}{D_b} \left( 1 + \frac{D_b[B]^0}{\gamma_b D_a[A]_i} \right) D_{a\infty} D_{b\infty} \]

Again the mass transfer efficiency was determined as a function of Hatta number and layer thickness. It was found that the results depend on the value of \(E_{a\infty}\). It was also found that there is a difference in the results obtained when \(D_a = D_b\) and when \(D_a \neq D_b\).

In Figure 2.14 and 2.15 (plug flow respectively parabolic flow) the results are shown obtained when \(D_a = D_b\) and \(E_{a\infty} = 21\). Comparing Figure 2.14 with Figure 2.11 and Figure 2.15 with Figure 2.13, it is clear that the left-hand side \((Ha < 0.2)\) of the plots are identical. For \(Ha > 0.2\) the mass transfer efficiency of the 1,1-reaction drops compared to the efficiency of the 1,0-reaction for equal layer thickness. However, as long as \(Ha \ll E_{a\infty}\), the differences are small.

It is interesting to see that at a Hatta number of approximately 4 a maximum efficiency is found and the efficiency starts to drop with increasing Hatta number. This is caused by the supply of species B that becomes a limiting factor. Due to the absence of a liquid bulk the amount of species B available is limited, the concentration of B drops as well as the reaction rate. The reduced reaction rate puts a limit on the chemical enhancement of mass transfer.

When further increasing the Hatta number, the mass transfer efficiency approaches a limit again once \(Ha \gg E_{a\infty}\). In case \(D_a = D_b\) this limit is equal to the limit for \(Ha < 0.2\). The reason for this limit is that the mass transfer fluxes do no longer change with increasing Hatta number because the supply of B has completely limited the chemical
enhancement of mass transfer. This can be seen from Figure 2.16, where it is shown that species B is almost exhausted at position $x$ reached by species A.

**Figure 2.14:** Mass transfer efficiency relative to system with liquid bulk. Second order reaction, plug flow velocity profile, $D_a = D_b$, $E_{\alpha\omega} = 21$.

**Figure 2.15:** Mass transfer efficiency relative to system with liquid bulk. Second order reaction, parabolic velocity profile, $D_a = D_b$, $E_{\alpha\omega} = 21$. 
To understand the influence of $E_{a,\infty}$, the calculations have been repeated at various values of $E_{a,\infty}$. Some of the results are shown in Figure 2.17. It can be seen that with increasing $E_{a,\infty}$, the similarity with the results obtained for a 1,0-reaction (Figure 2.9) holds out till higher Hatta numbers. Also, the required Hatta number to reach the right-hand side limit increases with $E_{a,\infty}$, which is obvious because this limit is reached for $Ha >> E_{a,\infty}$.

**Figure 2.16:** Development of concentration profiles corresponding to Fig. 14 for $Ha=200$ with $\delta=d_{pen}/2$.

**Figure 2.17:** Mass transfer efficiency relative to system with liquid bulk. Second order reaction, plug flow velocity profile, $D_a=D_b$, Sat=0.
Finally, we looked at the effect of changing the ratio between $D_a$ and $D_b$. To keep the value of $E_{a,\infty}$ for the reference system with liquid bulk the same, also the concentration of species B was adjusted, so that $E_{a,\infty}$ did not change. The results are shown in Figure 2.18. Again, the left-hand side of the plots is not changing and for $Ha<0.2$ an efficiency of 1.0 is obtained if the condition $\delta \geq d_{pen}$ is fulfilled. In the right-hand side of the plots it can however be seen that the right limit changes with the ratio $D_a/D_b$. It can also be seen that with increasing $D_a/D_b$ the plot becomes more identical with the plot of a 1,0-reaction system (Figure 2.9). This is obvious because with increasing $D_a/D_b$, the penetration depth of species B becomes smaller compared to the penetration depth of species A. In other words, with increasing $D_a/D_b$ the thickness of the liquid layer becomes less limiting for species B, because in the plots the penetration depth of species A was used as a base for the different lines. For $Ha \gg E_{a,\infty}$ an efficiency of 1.0 is obtained if the condition $\delta \geq d_{pen,b}$ is fulfilled (Figure 2.18).
Figure 2.18: Mass transfer efficiency relative to system with liquid bulk.  
Second order reaction, plug flow velocity profile, $E_a^\infty=21$, $Sat=0$. 
4. Design implications

The criteria found for successful application of the penetration model are summarised in Table 2.5.

<table>
<thead>
<tr>
<th>Absorption</th>
<th>Flow</th>
<th>Hatta</th>
<th>Operation window</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>Plug</td>
<td>-</td>
<td>(\delta \geq d_{\text{pen}})</td>
</tr>
<tr>
<td>Physical</td>
<td>Parabolic</td>
<td>-</td>
<td>(\delta \geq d_{\text{pen}}^*)</td>
</tr>
<tr>
<td>1,0-reaction</td>
<td>Plug</td>
<td>any</td>
<td>(\delta \geq d_{\text{pen}})</td>
</tr>
<tr>
<td>1,0-reaction</td>
<td>Parabolic</td>
<td>any</td>
<td>(\delta \geq d_{\text{pen}}^*)</td>
</tr>
<tr>
<td>1,1-reaction</td>
<td>Plug</td>
<td>&lt; 0.2</td>
<td>(\delta \geq d_{\text{pen}})</td>
</tr>
<tr>
<td>1,1-reaction</td>
<td>Plug</td>
<td>(\gg E_{a_{\infty}})</td>
<td>(\delta \geq d_{\text{pen},b})</td>
</tr>
<tr>
<td>1,1-reaction</td>
<td>Plug</td>
<td>any</td>
<td>(\delta \geq d_{\text{pen}}) and (\delta \geq d_{\text{pen},b})</td>
</tr>
<tr>
<td>1,1-reaction</td>
<td>Parabolic</td>
<td>&lt; 0.2</td>
<td>(\delta \geq d_{\text{pen}}^*)</td>
</tr>
<tr>
<td>1,1-reaction</td>
<td>Parabolic</td>
<td>(\gg E_{a_{\infty}})</td>
<td>(\delta \geq d_{\text{pen},b}^*)</td>
</tr>
<tr>
<td>1,1-reaction</td>
<td>Parabolic</td>
<td>any</td>
<td>(\delta \geq d_{\text{pen}}^<em>) and (\delta \geq d_{\text{pen},b}^</em>)</td>
</tr>
</tbody>
</table>

To understand the impact of the criteria presented above on equipment design let’s consider an absorption column with structured packing. The Sherwood number for mass transfer is defined as:

\[
Sh = \frac{k_f \delta}{D_a}
\]  

(2.30)

In Table 2.5, the criteria for parabolic flow are stricter than for plug flow. In practice a system will be in between plug flow and parabolic flow, so that the criteria for parabolic flow should be chosen as a worst case scenario. Combination of Equation (2.30) and Table 2.5 gives the final operation window in terms of Sherwood number as shown in Table 2.6.
Table 2.6: Operation window of the penetration model in terms of Sh (packed column).

<table>
<thead>
<tr>
<th>Absorption</th>
<th>Operation window</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td></td>
</tr>
<tr>
<td>1,0-reaction, with any $Ha$</td>
<td>$Sh \geq 4$</td>
</tr>
<tr>
<td>1,1-reaction, with $Ha &lt; 0.2$</td>
<td></td>
</tr>
<tr>
<td>1,1-reaction, with $Ha \geq 0.2$</td>
<td>$Sh \geq 4$ and $Sh \geq 4 \sqrt{\frac{D_h}{D_a}}$</td>
</tr>
</tbody>
</table>

Typical Sherwood numbers for packed columns are 10 to 100 (Westerterp et al., 1990). From this we can conclude that for most practical applications there is no need to use the layer model instead of the penetration model. Special attention is required in case of by 1,1-reactions enhanced mass transfer in combination with low Sherwood numbers and $D_h \gg D_a$.

5. Conclusions

Existing micro models for gas-liquid mass transfer assume the presence of a liquid bulk. Strictly, this means that they can only be applied provided that a liquid bulk is present. The calculations in this chapter indicate that application of the penetration model is in many situations also possible for systems without liquid bulk.

If a thin layer of liquid flows down over a solid contact surface, the penetration model will give good results as long as the layer thickness $\delta$ is at least equal to the penetration depth $d^{\#}_{pen}$. In terms of Sherwood number this means $Sh \geq 4$. In case of a 1,1-reaction with $Ha > 0.2$ a second criterion is $Sh \geq 4 \sqrt{\frac{D_h}{D_a}}$.

If this condition is not fulfilled, the penetration model may predict too optimistic values for the mass transfer flux.
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Notation

\( d \) film or layer thickness [m]
\( d_{\text{pen}} \) effective physical penetration depth of species A for plug flow velocity profile (defined by \( \sqrt{4D_a \theta} \)) [m]
\( d_{\text{pen,subscript}} \) effective physical penetration depth for plug flow velocity profile (defined by \( \sqrt{4D_{\text{subscript}} \theta} \)) [m]
\( d^*_{\text{pen}} \) actual physical penetration depth (defined by \( d_{\text{pen}} \sqrt{\pi} \)) [m]
\( D_{\text{subscript}} \) diffusivity [m\(^2\) s\(^{-1}\)]
\( E_a \) enhancement factor [-]
\( E_{a,\infty} \) enhancement factor for instantaneous reaction [-]
\( g \) gravitational constant [m/s\(^2\)]
\( Ha \) Hatta number (defined by Eq. (2.19)) [-]
\( J_{\text{subscript}} \) molar flux [mol m\(^{-2}\) s\(^{-1}\)]
\( J_{a,\text{subscript}} \) molar flux of species A, the subscript defines the layer thickness \( \delta \) [mol m\(^{-2}\) s\(^{-1}\)]
\( k_{\text{subscript}} \) mass transfer coefficient [m s\(^{-1}\)]
\( k_R \) reaction rate constant [m\(^{3n}\) mol\(^{a}\) s\(^{-1}\)]
\( L \) contact length (defined by \( v_y \theta \)) [m]
\( m_{\text{subscript}} \) gas-liquid partition coefficient [-]
\( n \) reaction order of species B [-]
\( R_{\text{subscript}} \) reaction rate [mol m\(^{-3}\) s\(^{-1}\)]
\( R_{\text{gas}} \) ideal gas constant [J mol\(^{-1}\) K\(^{-1}\)]
\( Sat \) saturation of liquid by component A (defined by Eq. (2.20)) [-]
\( Sh \) Sherwood number (defined by Eq. (2.30)) [-]
\( t \) time variable [s]
\( v_{\text{subscript}} \) velocity [m/s]
\( x \) position perpendicular to interface [m]
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\[ X \]  
- dimensionless layer thickness (defined by Eq. (2.18)) [m]

\[ y \]  
- position parallel to interface [m]

\[ [\] \]  
- concentration [mol m\(^{-3}\)]

\[ [\text{subscript}] \]  
- concentration, the subscript defines the position [mol m\(^{-3}\)]

**Greek letters**

\[ \delta \]  
- film or layer thickness [m]

\[ \gamma \]  
- stoichiometric constant [-]

\[ \eta \]  
- efficiency compared to system with liquid bulk (relative flux) (defined by Eq. (2.17)) [-]

\[ \mu \]  
- dynamic viscosity [Pa s]

\[ \theta \]  
- contact time according to penetration model (defined by \(4D_a / \pi k_l^2\)) [s]

\[ \rho \]  
- density [kg m\(^{-3}\)]

**Subscripts**

\[ 0 \]  
- initial value

\[ a,b,c,d \]  
- of respectively species A, B, C or D

\[ \text{bulk} \]  
- at bulk conditions

\[ g \]  
- gas phase

\[ i \]  
- interface

\[ i \]  
- species i

\[ l \]  
- liquid phase

\[ \text{layer} \]  
- for systems without liquid bulk

\[ \text{max} \]  
- maximum

\[ \text{pen} \]  
- according to penetration theory

\[ x \]  
- in x direction

\[ y \]  
- in y direction
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CHAPTER 3

Implementation of the penetration model in dynamic modelling of gas-liquid processes with the presence of a liquid bulk
Abstract

Analytical solution of models for gas-liquid reactors is restricted to a few asymptotic cases, while most numerical models make use of the physically less realistic stagnant film model. A model was developed that simulates the dynamic behaviour of gas-liquid tank reactors by simultaneously solving the Higbie penetration model for the phenomenon mass transfer accompanied by chemical reaction and the dynamic gas and liquid phase component balances. The model makes it possible to implement an alternative for the Hinterland concept\textsuperscript{1}, which is usually used together with the stagnant film model. In contrast to many other numerical and analytical models the present model can be used for a wide range of conditions, the entire range of Hatta numbers, (semi-)batch reactors, multiple complex reactions and equilibrium reactions, components with different diffusion coefficients and also for systems with more than one gas phase component. By comparing the model results with analytical asymptotic solutions it was concluded that the model predicts the dynamic behaviour of the reactor satisfactorily. It is shown that under some circumstances substantial differences exist between the exact numerical and existing approximate results. It is also shown that for some special cases, differences can exist between the results obtained using the stagnant film model with Hinterland concept and the implementation of the Higbie penetration model.

Experiments are required to confirm the special phenomena found in this numerical study.

\textsuperscript{1} The Hinterland concept assumes the reaction phase to consist of a stagnant film and a well-mixed bulk. Inflow and outflow of species to and from the reactor proceeds via the non-reaction phase or via the bulk of the reaction phase, but never via the stagnant film.
1. Introduction

Many chemical processes involve mass transfer of one or more gaseous components to a liquid phase in which a chemical reaction occurs. Typical examples include gas purification, oxidation, chlorination, hydrogenation (Doraiswamy et al., 1984) and hydroformylation processes.

For the selection of a reactor type it is important to classify gas-liquid transfer processes on the magnitude of the reaction-diffusion modulus (Hatta number (Hatta, 1932)). The “fast reactions” ($Ha>2$) are considered to proceed predominantly near the gas-liquid interface, while the “slow reactions” ($Ha<0.2$) are considered to occur mainly in the liquid bulk. For reactions with $0.2<Ha<2$, that are also frequently encountered in the chemical process industry, no distinct reaction region can be defined.

In the general case the description of a gas-liquid reactor consists of the following parts: the macro model, describing the overall gas and liquid phases, and the micro model, describing the gas-liquid interphase transport of mass and/or heat in combination with the chemical reaction.

Often applied, idealised, macro models are the plug flow (PFR) model and the ideal stirred tank (CISTR) model. Other possibilities include the plug flow with axial dispersion and the tanks in series model respectively (see Westerterp et al., 1990).

Frequently used micro models are the stagnant film model in which mass transfer is postulated to proceed via stationary molecular diffusion in a stagnant film of thickness $\delta$ (Whitman, 1923), the penetration model in which the residence time $\theta$ of a fluid element at the interface is the characteristic parameter (Higbie, 1935), the surface renewal model in which a probability of replacement is introduced (Danckwerts, 1951) and the film-penetration model which is a two-parameter model combining the stagnant film and the penetration model (Dobbins, 1956 and Toor & Marchello, 1958).

Solution of these micro models for mass transfer accompanied by chemical reaction analytically is restricted to cases in which many simplifying assumptions are made, e.g. reaction kinetics are simple and the rate of the reaction is either very fast or very slow.
(Sherwood et al. (1952); Danckwerts et al. (1954); Olander et al. (1960) and Huang et al. (1965)). Other authors have developed approximate analytical solutions (Krevelen et al. (1948); Onda et al. (1970); DeCoursey et al. (1982); Hikita et al. (1982)). For all other situations numerical techniques are required for solving the coupled mass balances.

Overall dynamic gas-liquid reactor models can be solved in two fundamentally different ways: sequential respectively simultaneous solution of the micro and macro model. If the penetration model is used as micro model and the gas and or liquid bulk concentrations may vary significantly during the residence time of the liquid element at the mass transfer interface (e.g. the liquid bulk is not at steady state or at equilibrium), the simultaneous strategy constitutes the only correct approach.

Because of its simplicity and relative ease of implementation in the overall gas-liquid reactor model (e.g. using a numerical analogy of the Hinterland concept (Westerterp et al., 1990)), the film theory is often used in numerical studies (Landau (1992); Parulekar et al. (1996)). Both these articles deal with steady state models only. Romainen and Salmi (1991) have published two papers in which a dynamic film-penetration theory is adopted.

The film theory and Hinterland concept can, in many cases be applied successful. However, the penetration model and the surface renewal model are preferred since they are physically more realistic models (Westerterp et al. (1990); Versteeg et al. (1987)). Since it is not possible to implement the Hinterland analogy directly for these models, a dynamic reactor model is required that uses a somewhat different approach. Until now no such model has been published in literature.

In this chapter a dynamic gas-liquid reactor model is presented which simultaneously solves the Higbie penetration model and an instationary CISTR for the gas and the liquid phase respectively. The model is suited for the phenomenon mass transfer with complex (ir)reversible chemical reaction(s) and is valid for the entire range of Hatta numbers. This chapter concentrates on describing and validating the model. A more practical application of the model for analysing the dynamics of gas-liquid processes is given in Chapter 4 and 5 of this thesis (van Elk et al. (1999)).
2. Theory

2.1 Introduction

The problem considered is a dynamic gas-liquid reactor with mass transfer followed by an (ir)reversible chemical reaction of general order with respect to both reactants and products:

\[ A(g) + \gamma_b B(l) \rightleftharpoons \gamma_c C(l) + \gamma_d D(l) \]  \hspace{1cm} (3.1)

with the following overall reaction rate equation:

\[ R_a = k_{R,m,n,p,q} [A]^m[B]^q[C]^p[D]^r - k_{R,r,s,t,v} [A]^r[B]^s[C]^t[D]^v \]  \hspace{1cm} (3.2)

The reaction rate expression is based on order-kinetics. If \( p, q, r \) and \( s \) are zero, a reversible 1,1-reaction is obtained. An irreversible 1,1-reaction is obtained by putting \( k_{R,r,s,t,v} \) to zero. Other reactions, including multiple (in)dependent reactions, or other kinetics, like Langmuir-Hinshelwood, can easily be included in the present model. For simplicity reasons only one reaction and only one gas phase component is considered in this chapter. Also for simplicity reasons, isothermal models were assumed, the temperature can however be implemented as additional component via implementation of the energy balance.

The mass transfer in the gas phase is described with the stagnant film model while for the liquid phase the penetration model is used. Further postulations in the actual dynamic reactor model are:

1. Both the gas and the liquid bulk can be assumed to be a CISTR.
2. The reaction only takes place in the liquid phase.
3. The contact time is substantially smaller than the liquid phase residence time.

2.2 Micro model

For the penetration model the balances for each species for the phenomenon mass transfer followed by a chemical reaction yields the following set of equations:
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\[
\frac{\partial [A]}{\partial t} = D_a \frac{\partial^2 [A]}{\partial x^2} - R_a \quad (3.3)
\]

\[
\frac{\partial [B]}{\partial t} = D_b \frac{\partial^2 [B]}{\partial x^2} - \gamma_b R_a \quad (3.4)
\]

\[
\frac{\partial [C]}{\partial t} = D_c \frac{\partial^2 [C]}{\partial x^2} + \gamma_c R_a \quad (3.5)
\]

\[
\frac{\partial [D]}{\partial t} = D_d \frac{\partial^2 [D]}{\partial x^2} + \gamma_d R_a \quad (3.6)
\]

To be solved uniquely the four non-linear partial differential equations (3.3) to (3.6) require one initial and two boundary conditions respectively. The initial condition is given by:

\[
t = 0 \text{ and } x \geq 0, [A] = [A]_{l,\text{bulk}}, [B] = [B]_{l,\text{bulk}}, [C] = [C]_{l,\text{bulk}}, [D] = [D]_{l,\text{bulk}} \quad (3.7)
\]

The boundary condition for \(x = \delta_p\) is given by:

\[
t > 0 \text{ and } x = \delta_p, [A] = [A]_{l,\text{bulk}}, [B] = [B]_{l,\text{bulk}}, [C] = [C]_{l,\text{bulk}}, [D] = [D]_{l,\text{bulk}} \quad (3.8)
\]

Where the thickness \(\delta_p\) of the liquid element is assumed to be infinite with respect to the penetration depth of the gas phase component. The concentrations of the liquid bulk used in equations (3.7) and (3.8) follow from the macro model for the liquid bulk.

The second associated boundary condition is obtained by assuming that the species B, C and D are non-volatile and that the flux of component A from the gas phase is equal to the flux of component A to the liquid phase. The use of the latter assumption instead of assuming that \([A] = [A]_{l,i}\) at \(x = 0\) is convenient in view of the applicability of the model for cases where a part of the resistance against mass transfer is situated in the gas phase:
2.3 Macro model

The generally applicable material balance of a component in a certain phase in a tank reactor is:

\[
\begin{align*}
\langle &\text{accumulated}\rangle = \langle \text{reactor feed}\rangle \\
&- \langle \text{reactor outlet}\rangle \\
&+ \langle \text{interfacial mass transfer}\rangle \\
&+ \langle \text{reaction in the bulk phase}\rangle \tag{3.10}
\end{align*}
\]

For the gas phase only component A has to be considered:

\[
\varepsilon_g V_R \frac{d[A]_g}{dt} = \Phi_{g, \text{in}} [A]_{g, \text{in}} - \Phi_{g, \text{out}} [A]_g - J_a a V_R \tag{3.11}
\]

The liquid phase bulk component balances are given by:

\[
\begin{align*}
\varepsilon_l V_R \frac{d[A]_l}{dt} &= \Phi_{l, \text{in}} [A]_{l, \text{in}} - \Phi_{l, \text{out}} [A]_l + J_a a V_R - R_a \varepsilon_l V_R \tag{3.12} \\
\varepsilon_l V_R \frac{d[B]_l}{dt} &= \Phi_{l, \text{in}} [B]_{l, \text{in}} - \Phi_{l, \text{out}} [B]_l - \gamma_b R_a \varepsilon_l V_R \tag{3.13} \\
\varepsilon_l V_R \frac{d[C]_l}{dt} &= \Phi_{l, \text{in}} [C]_{l, \text{in}} - \Phi_{l, \text{out}} [C]_l + \gamma_c R_a \varepsilon_l V_R \tag{3.14} \\
\varepsilon_l V_R \frac{d[D]_l}{dt} &= \Phi_{l, \text{in}} [D]_{l, \text{in}} - \Phi_{l, \text{out}} [D]_l + \gamma_d R_a \varepsilon_l V_R \tag{3.15}
\end{align*}
\]

Where the mass transfer flux, \( J_a \), is defined as:

\[
- D_a \left( \frac{\partial [A]}{\partial x} \right)_{x=0} = k_g \left( [A]_{g, \text{bulk}} - [A]_{g, i} \right)
\]

\[
\left( \frac{\partial [B]}{\partial x} \right)_{x=0} = \left( \frac{\partial [C]}{\partial x} \right)_{x=0} = \left( \frac{\partial [D]}{\partial x} \right)_{x=0} = 0
\]
To solve the differential equations (3.11) to (3.15) uniquely, they require an initial condition:

$$t = 0, [A]_g^0 = [A]^0, [A]_l = [A]_l^0, [B]_l = [B]^0, [C]_l = [C]^0, [D]_l = [D]^0$$ (3.17)

### 2.4 Overall reactor model

In literature (Versteeg et al. (1989); van Swaaij et al. (1992)) it is sometimes asserted that the macro model can be implemented as boundary conditions for the micro model. For the penetration model, however, this is not straightforward in case that the liquid phase bulk concentrations may vary significantly during the contact time. This situation occurs when the liquid phase is not at equilibrium and/or in case of (ir)reversible reactions when $Ha<2$.

According to the penetration model a liquid element is exposed at the gas-liquid interface for a period $\theta$ during which mass transfer takes place. Next, the element is mixed up with the liquid bulk and replaced by a new fresh one. The dimensions of the liquid element are assumed to be infinite compared to the penetration depth and therefore no direct mass transport to the liquid bulk via the liquid element occurs.

The mixing with the liquid bulk must be taken into account instantaneously after the contact time $\theta$. It has been assumed that the contact time is much smaller than the liquid phase residence time. Therefore the convection may also be taken into account instantaneously.

The liquid phase concentration after these contributions is thus given by ($i=A,B,C,D$):

$$[i]_l = \frac{N_{i,\text{elem}} + N_{i,\text{bulk}} + (\Phi_{i,\text{in}}[i]_{l,\text{in}} - \Phi_{i,\text{out}}[i]_{l,\text{out}})\theta}{\varepsilon_i V_R}$$ (3.18)
Where the first two terms of the numerator present the number of moles present in the total liquid phase after the contact time (see Figure 3.1):

\[
N_{i,\text{elem}} + N_{i,\text{bulk}} = [i]_{\text{bulk}} \varepsilon_l V_R + \int_0^\delta \rho \left( [i] - [i]_{\text{bulk}} \right) d x \cdot a V_R
\]  

and the last two terms of the numerator of equation (3.18) present the convection in the liquid phase.

**Figure 3.1:** The overall reactor model.

The macro model equations (3.11) to (3.15) to be used as boundary conditions for the micro model need to be simplified to:
Where the mass transfer flux, $J_a$, is being derived from boundary condition (3.9) of the micro model:

$$J_a = -D_a \left( \frac{\partial [A]}{\partial x} \right)_{x=0} = k_g \left( [A]_{g,\text{bulk}} - \frac{[A]_{x=0}}{m_a} \right)$$  \hspace{1cm} (3.25)

The equations (3.20) to (3.24) are only valid provided that the mass transfer and the convection terms that have been left out are processed instantaneously according to equation (3.18) after each contact time $\theta$.

The solution of the overall reactor model thus proceeds in three steps, where $N=1$ at the start (see Figure 3.1):

1. The micro model (equations (3.3) to (3.9)) and the simplified macro model (equations (3.20) to (3.25)) are solved simultaneously from $t=(N-1)\theta$ to $t=N\theta$.
2. At $t=N\theta$ the liquid element is mixed up with the liquid bulk instantaneously using equations (3.18) and (3.19).
3. $N$ is increased by one and the process is repeated for the next period $\theta$. Therefore the overall reactor model produces a result after each contact period.
2.5 Enhancement factor and utilisation factor

The enhancement factor, $E_a$, defined as the ratio of the mass flux of component A through the interface with chemical reaction and driving force ($[A]_{l,i}-[A]_{l,bulk}$) to the mass flux through the interface without chemical reaction, but with the same driving force, can be obtained from the calculated concentration profiles. If gas phase mass transfer resistance can be neglected (i.e. $[A]_{g,bulk}=[A]_{g,i}$) the enhancement factor, $E_a$, is estimated by:

$$E_a = \frac{J_{a, with\ reaction}}{J_{a, without\ reaction}} \approx \left( \frac{1}{\theta} \right)^{N\theta} \left( \frac{1}{(N-1)\theta} \right)^{N\theta} \int_{-\theta}^{\theta} \left( D_a \frac{d[A]}{dx} \right)_{x=0} dt$$

For slow reactions ($Ha<0.2$), the influence of the reaction in the liquid bulk has a significant effect, but since the enhancement factor is always 1.0 for slow reactions it supplies no additional information.

Therefore two additional dimensionless parameters are used: the degree of saturation and the degree of utilisation of the liquid bulk. The degree of saturation of the liquid bulk is the ratio of the liquid phase concentration of A to the liquid phase concentration of A when the liquid phase is saturated:

$$\eta_a = \frac{[A]_{l,bulk}}{[A]_{l,sat}} = \frac{[A]_{l,bulk}}{m_a[A]_g}$$

For increasing reaction rate or decreasing mass transfer rate the degree of saturation will approach to a certain minimum (often zero) and for decreasing reaction rate or increasing mass transfer rate the degree of saturation will approach to a certain maximum.

The degree of utilisation of the liquid phase is the ratio of the actual conversion rate of A to the conversion rate of A that would occur if the entire reaction phase were in equilibrium with the interface:
For increasing reaction rate or decreasing mass transfer rate the degree of utilisation will approach to a certain minimum (often zero) and for decreasing reaction rate or increasing mass transfer rate the degree of utilisation will approach to a certain maximum.

3. Numerical treatment

In the penetration model the concentration profiles are time-dependent: they develop a solution of a system of coupled non-linear parabolic partial differential equations subject to specified initial and two point boundary conditions. The approach used to solve these models is based on the method presented by Versteeg et al. (1989), however, in the discretisation scheme two additional gridlines are introduced for the ordinary differential equations of the macro model that have to be solved simultaneously.

The implicit discretisation method used is known as the Baker and Oliphant (1960) discretisation. For the time derivative a three-point backward discretisation is used (with superscript $j$ indicating the time level) leading to ($i=A,B,C,D$):

$$ \frac{\partial[i]}{\partial t} \rightarrow \frac{3[i]^{j+1} - 4[i]^j + [i]^{j-1}}{2\Delta t} \quad (3.29) $$

The finite difference form of the reactor model thus leads to relations between concentrations in five grid points for the micro model, four grid points for the gas phase macro model and three grid points for the liquid phase macro model, clustered as “molecules” as shown in Fig. 3.2. Only for $j=0$ these molecules are not possible, because no grid points with time index -1 exist. Therefore in the first step a two-point backward discretisation (Euler) is used at cost of lower order truncation error.
The integrals of eqs. (3.19), (3.26) and (3.28) are calculated using the Simpson 1/3 rule.

![Diagram of reactor model](image)

**Figure 3.2:** The overall reactor model.

4. **Validation results**

4.1 **Introduction**

In order to validate the model, runs of the numerical solution method have been carried out on three fictitious cases. The numerical solutions are compared with analytical solutions to check the validity of the numerical method used. The cases are fictitious, and chosen so that, using physically realistic data, all relevant asymptotic cases are tested. Emphasis is put on validation of the micro model, since this is the most complex part of the overall reactor model. Validation of the macro model is shown in Figure 3.3, Figure 3.5 and Figure 3.8.
The cases are:
1. Physical absorption: \( A(g) \rightarrow A(l) \) with a dynamic gas phase and a static liquid phase
2. Absorption and equilibrium reaction: \( A(g) \rightarrow A(l), \ A(l)+B(l) \rightleftharpoons C(l)+D(l) \) and \( R=k_{l,1}[A][B]-k_{l,1}[C][D] \) in a batch reactor.
3. Absorption accompanied by first order irreversible chemical reaction: \( A(g) \rightarrow A(l), \ A(l) \rightarrow P(l) \) with \( R=k_{l}[A] \). This case is compared with the analytical solution of the film model.

### 4.2 Physical absorption

The first simulation was carried out to check that the dynamic gas phase macro model (equation (3.20)) was correctly implemented in the previously tested (Versteeg et al. (1989)) micro model. The simulation is described in Table 3.1.

<table>
<thead>
<tr>
<th>Case</th>
<th>( A(g) \rightarrow A(l) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( [A]_{g,in} )</td>
<td>1 mol m(^{-3})</td>
</tr>
<tr>
<td>( [A]_{g} ) (initial state)</td>
<td>1 mol m(^{-3})</td>
</tr>
<tr>
<td>( [A]_{l} ) (fixed)</td>
<td>0 mol m(^{-3})</td>
</tr>
<tr>
<td>( k_{l} )</td>
<td>( 5 \cdot 10^{-5} ) m s(^{-1})</td>
</tr>
<tr>
<td>( k_{g} )</td>
<td>100 m s(^{-1}) (no gas resistance)</td>
</tr>
<tr>
<td>( D_{a} )</td>
<td>( 10^{-9} ) m(^{2}) s(^{-1})</td>
</tr>
<tr>
<td>( m_{a} )</td>
<td>0.5</td>
</tr>
<tr>
<td>( V_{R} )</td>
<td>10 m(^{3})</td>
</tr>
<tr>
<td>( \varepsilon_{g} )</td>
<td>0.5</td>
</tr>
<tr>
<td>( a )</td>
<td>100 m(^{2}) m(^{-3})</td>
</tr>
<tr>
<td>( \Phi_{g,in/out} )</td>
<td>0.01 m(^{3}) s(^{-1})</td>
</tr>
<tr>
<td>( \theta )</td>
<td>0.51 s</td>
</tr>
</tbody>
</table>

The results of case (1) are presented in Figure 3.3. It can be seen that the numerical solution coincides with the analytical solution. Studying the profiles in the liquid element in Figure 3.4 it can be concluded that the decrease of the concentration at \( x=0 \) corresponds to the decrease of the gas phase concentrations. This is achieved by the
implementation of the gas phase macro model as boundary condition of the micro model.

![Graph showing the development of the component concentrations in the reactor, case (1).](image1)

**Figure 3.3:** Development of the component concentrations in the reactor, case (1).

![Graph showing concentration profiles in the liquid element at the end of a contact period at different times during case (1).](image2)

**Figure 3.4:** Concentration profiles in the liquid element at the end of a contact period at different times during case (1).
4.3 Equilibrium reaction in a batch reactor

The second case (Table 3.2) was carried out to check that the chemical reaction and the
dynamic liquid phase macro model (equations (3.18) to (3.24)) were correctly
implemented in the model. A reversible reaction in a batch reactor was chosen so that
the analytical steady state solution is known: the chemical reaction will be at
equilibrium \( \frac{k_{1,1}}{k_{-1,-1}} = \frac{[C][D]}{[A][B]} \) and the gas and liquid phases will also be at
equilibrium \( ([A] = m_a [A]) \).

<table>
<thead>
<tr>
<th>Case</th>
<th>A(g)→A(l), A(l)+B(l) ⇌ C(l)+D(l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(batch reactor)</td>
<td>( R_n = k_{R,1,1} [A][B] - k_{R,-1,-1} [C][D] )</td>
</tr>
<tr>
<td>( k_{R,1,1} )</td>
<td>( 10 , \text{m}^6 , \text{mol}^{-2} , \text{s}^{-1} )</td>
</tr>
<tr>
<td>( k_{R,-1,-1} )</td>
<td>( 1 , \text{m}^6 , \text{mol}^{-2} , \text{s}^{-1} )</td>
</tr>
<tr>
<td>([A]_g ) (initial state)</td>
<td>( 1 , \text{mol} , \text{m}^{-3} )</td>
</tr>
<tr>
<td>([B]_l ) (initial state)</td>
<td>( 1 , \text{mol} , \text{m}^{-3} )</td>
</tr>
<tr>
<td>([A,C,D]_l ) (initial state)</td>
<td>( 0 , \text{mol} , \text{m}^{-3} )</td>
</tr>
<tr>
<td>( k_l )</td>
<td>( 5 \cdot 10^{-5} , \text{m} , \text{s}^{-1} )</td>
</tr>
<tr>
<td>( k_g )</td>
<td>( 100 , \text{m} , \text{s}^{-1} ) (no gas resistance)</td>
</tr>
<tr>
<td>( D_i )</td>
<td>( 10^9 , \text{m}^2 , \text{s}^{-1} )</td>
</tr>
<tr>
<td>( m_a )</td>
<td>( 0.5 )</td>
</tr>
<tr>
<td>( V_R )</td>
<td>( 10 , \text{m}^3 )</td>
</tr>
<tr>
<td>( \varepsilon_g )</td>
<td>( 0.5 )</td>
</tr>
<tr>
<td>( a )</td>
<td>( 100 , \text{m}^2 , \text{m}^{-3} )</td>
</tr>
<tr>
<td>( \theta )</td>
<td>( 0.51 , \text{s} )</td>
</tr>
</tbody>
</table>

The results of case (2) are presented in Figure 3.5. The numerical results approach and
achieve the analytical steady state solution.

From the profiles in the liquid element (Figure 3.6) it can be seen that at the beginning
component B is consumed within the liquid element and products C and D are
produced. Near the gas-liquid interface, where the concentration of A has the highest
value the reaction rate is fastest and the consumption of component B is maximum.
Once the stationary state is achieved (\( t > 500 \)) the concentration of all components
remain constant over the entire liquid element. The reaction is at equilibrium and there is no net gas-liquid mass transfer.

Figure 3.5: Development of the component concentrations in the reactor, case (2).

Figure 3.6: Concentration profiles in the liquid element at the end of a contact period at different times during case (2).
4.4 Absorption and irreversible 1,0-reaction

For the third case there is no real analytical solution of the penetration model available. Therefore a comparison has been made between the numerical model and the analytical solution of the film model using the Hinterland concept (Westerterp et al. (1990)). Both solutions must result in similar, but not necessarily equal results. The conditions for the simulation are described in Table 3.3.

<table>
<thead>
<tr>
<th>Table 3.3: Parameters used in case (3).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>( k_{R,l} )</td>
</tr>
<tr>
<td>( [A]_{g,in} )</td>
</tr>
<tr>
<td>( [l]_{l,in} )</td>
</tr>
<tr>
<td>( [A]_g^0 ) (initial state)</td>
</tr>
<tr>
<td>( [P]_l^0 ) (initial state)</td>
</tr>
<tr>
<td>( [A]_l^0 ) (initial state)</td>
</tr>
<tr>
<td>( k_l )</td>
</tr>
<tr>
<td>( k_g )</td>
</tr>
<tr>
<td>( D_l )</td>
</tr>
<tr>
<td>( m_a )</td>
</tr>
<tr>
<td>( V_R )</td>
</tr>
<tr>
<td>( \varepsilon_g )</td>
</tr>
<tr>
<td>( a )</td>
</tr>
<tr>
<td>( \Phi_{g,in/out} )</td>
</tr>
<tr>
<td>( \Phi_{l,in/out} )</td>
</tr>
<tr>
<td>( \theta )</td>
</tr>
</tbody>
</table>

Figure 3.7 and Table 3.4 give the steady state results of the saturation (left axis) and the enhancement factor (right axis) as a function of both the Hatta number and the value of \((Al-1)Ha^2\), where the Hinterland ratio \( Al \) is defined as the ratio between the total reaction phase volume and the reaction phase film volume:
\[ Al = \frac{\varepsilon_I}{a\delta} = \frac{\varepsilon_I k_I}{aD_a} \]  
\hspace{1cm} (3.30)

The physical meaning of \((Al-1)Ha^2\) is the ratio of the maximum conversion in the liquid bulk to the maximum transport through the film.

**Figure 3.7:** Comparing analytical (Hinterland concept) and numerical (80 gridpoints) results of saturation and enhancement factors under steady state conditions of case (3).

The analytical solutions shown in Figure 3.7 can e.g. be found in the book of Westerterp et al. (1990). Several conclusions can be drawn from the figure:

1. For this case the numerical calculated saturation coincides the analytical solution of the film model with Hinterland concept.
2. The numerical calculated enhancement factors coincide with the analytical solution of the penetration model.
3. For \(Ha<0.2\) (slow reactions) the enhancement factor equals unity for all values of \((Al-1)Ha^2\). The mass transfer is not enhanced. In that case the saturation is an important parameter.
4. For $Ha>2.0$ (fast reaction) the enhancement factor equals the Hatta number. The mass transfer is enhanced by the reaction.

5. For $(Al-1)Ha^2<1$ the saturation reaches an upper limit.

6. For $(Al-1)Ha^2>1$ the saturation goes to zero. In that case the enhancement factor is an important parameter.

From Table 3.4 it can be concluded that the analytical and the numerical solutions are similar, although a small discrepancy is found between the saturation factors at large Hatta numbers ($Ha>0.2$). This is discussed more detailed in section 5.2.

**Table 3.4**: Comparing analytical and numerical results (80 gridpoints) of saturation and enhancement factors under steady state conditions of case (3).

<table>
<thead>
<tr>
<th>$Ha$</th>
<th>$AlHa^2$</th>
<th>$E_{a,an,pen}$</th>
<th>$E_{a,num}$</th>
<th>$\eta_{a,an,fil}$</th>
<th>$\eta_{a,num}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.0001</td>
<td>1.00</td>
<td>1.001</td>
<td>0.926</td>
<td>0.925</td>
</tr>
<tr>
<td>0.003</td>
<td>0.0009</td>
<td>1.00</td>
<td>1.001</td>
<td>0.925</td>
<td>0.925</td>
</tr>
<tr>
<td>0.01</td>
<td>0.01</td>
<td>1.00</td>
<td>1.002</td>
<td>0.917</td>
<td>0.917</td>
</tr>
<tr>
<td>0.03</td>
<td>0.09</td>
<td>1.00</td>
<td>1.003</td>
<td>0.855</td>
<td>0.855</td>
</tr>
<tr>
<td>0.06</td>
<td>0.36</td>
<td>1.002</td>
<td>1.005</td>
<td>0.695</td>
<td>0.695</td>
</tr>
<tr>
<td>0.1</td>
<td>1</td>
<td>1.004</td>
<td>1.008</td>
<td>0.482</td>
<td>0.481</td>
</tr>
<tr>
<td>0.2</td>
<td>4</td>
<td>1.017</td>
<td>1.020</td>
<td>0.197</td>
<td>0.198</td>
</tr>
<tr>
<td>0.5</td>
<td>25</td>
<td>1.103</td>
<td>1.106</td>
<td>0.037</td>
<td>0.040</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>1.379</td>
<td>1.381</td>
<td>0.008</td>
<td>0.012</td>
</tr>
<tr>
<td>2</td>
<td>400</td>
<td>2.196</td>
<td>2.199</td>
<td>0.001</td>
<td>0.005</td>
</tr>
<tr>
<td>4</td>
<td>1600</td>
<td>4.098</td>
<td>4.102</td>
<td>0.000</td>
<td>0.002</td>
</tr>
<tr>
<td>10</td>
<td>10000</td>
<td>10.04</td>
<td>10.05</td>
<td>0.000</td>
<td>0.001</td>
</tr>
</tbody>
</table>

For Hatta numbers above 2.0, a dynamic analytical solution is also available. The development of the concentrations in time for case (3) is shown in Figure 3.8 for a Hatta number of 2.0. Figure 3.8 demonstrates that the dynamic solution obtained analytically gives exactly the same results as the numerical solution obtained using the presented model.
Figure 3.8: Development of the component concentrations in the reactor, case (3).

5. Applications

5.1 Introduction

In the previous section the numerical results of the model were validated by comparison with exact, analytical solutions. This section discusses cases for which respectively only approximate analytical or no solutions at all are available. Again, all data used is fictitious and chosen so that some interesting phenomena can be stressed.

It is shown that under certain defined conditions substantial deviations exist between the exact numerical and the approximate analytical results. It is also demonstrated that pronounced differences can occur between the stagnant film model with Hinterland concept (Westerterp et al. (1990) and application of the Higbie penetration model.

The applications discussed here concentrate on micro scale parameters (concentration profiles) and steady state results (degree of utilisation and saturation). Application of the model on macro scale parameters (dynamics of concentration and temperature at the reactor outlet) are discussed in the next chapters of this thesis.
5.2 Absorption and irreversible 1,0-reaction

Additional simulations were performed for case (3), varying the specific contact area $a$ from 2.5 m$^{-1}$ till 2500 m$^{-1}$. The steady state results are shown in Figure 3.9 together with the analytical solution of the stagnant film model with Hinterland concept.

![Figure 3.9: Comparing analytical (Hinterland concept) and numerical results of saturation under steady state conditions of case (3), varying the specific contact area from 2.5 m$^{-1}$ to 2500 m$^{-1}$.](image)

For a specific contact area of 2.5, 25 and 250 m$^{-1}$ the solution of the stagnant film model seems to coincide the solution of the penetration theory. However, at a specific higher contact areas, e.g. 2500 m$^{-1}$, there is a substantial discrepancy between the solutions of both models. The penetration theory predicts substantial larger liquid phase concentrations for Hatta numbers above 0.2 than predicted by the film model with Hinterland concept. For Hatta numbers below 0.2 no discrepancy is found.

The reason for this discrepancy is that the film model with Hinterland concept assumes a stagnant film, not being part of the liquid bulk, whereas the penetration model
assumes liquid elements that are mixed up with the liquid bulk after each contact time. Therefore, the species present inside the liquid element are considered part of the liquid phase and for specific conditions this results in a larger liquid phase concentration.

For processes controlled by the rate of the kinetics ($Ha<0.2$), these two different methods give equal results because most species are present inside the liquid bulk and the excess of species present in the liquid element (the last term of Equation (3.19)) can be neglected. For processes controlled completely or partly by the rate of the mass transfer ($Ha>0.2$), these two different methods give different results because the excess of species present in the liquid element (the last term of Equation (3.19)) can no longer be neglected compared to the total amount of species present in the liquid phase (Equation (3.19)).

The above mentioned explanation means that the discrepancy must exist for all situations where $Ha>0.2$, independent of the specific contact area $a$. How to explain that in Figure 3.9 a discrepancy is only visible for $a=2500 \, \text{m}^{-1}$? This is because of the scale of the y-axis in Figure 3.9. The cases for specific contact areas of 2.5, 25 and 250 \, \text{m}^{-1} have the same discrepancies between the film model with Hinterland concept and the presented implementation of the penetration theory, but the differences are not visible because of the scale of the y-axis. From Table 3.5 it is clear that there is a discrepancy for all cases once $Ha>0.2$.
Table 3.5: Saturation under steady state conditions of case (3) obtained with the presented model divided by the analytical solution of film model with Hinterland concept. A value of 1.0 means that both models give equal solutions.

<table>
<thead>
<tr>
<th>$Ha$</th>
<th>$a=2.5 \text{ m}^{-1}$</th>
<th>$a=25 \text{ m}^{-1}$</th>
<th>$a=250 \text{ m}^{-1}$</th>
<th>$a=2500 \text{ m}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.003</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.01</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.03</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.06</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.5</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>1</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>2</td>
<td>3.6</td>
<td>3.6</td>
<td>3.6</td>
<td>3.6</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>10</td>
<td>$\sim 11000$</td>
<td>$\sim 11000$</td>
<td>$\sim 11000$</td>
<td>$\sim 11000$</td>
</tr>
</tbody>
</table>

5.3 Absorption and irreversible 1,1-reaction

For this case (see Table 3.6) an exact analytical solution is not available. Van Krevelen and Hoftijzer (1948) gave an approximate analytical solution method. The essence of their method is the approximation of the concentration profile of component B by a constant $[B]$, all over the reaction zone, so that the reaction becomes essentially pseudo first order.

For calculation of the enhancement factor their method requires the maximum enhancement factor, which for the penetration model is at least in good approximation given by:

$$E_{a,w} \approx \left( 1 + \frac{D_b[B]_{\text{bulk}}}{\gamma_b D_a[A]_i} \right) \sqrt{\frac{D_a}{D_b}}$$

(3.31)
For situations where the diffusion coefficients $D_a$ and $D_b$ are the same the van Krevelen and Hoftijzer method gives very good results (Table 3.7). The conditions for this case were chosen so that the enhancement factor of the van Krevelen and Hoftijzer method equals $E_{\infty}$ so that they are easy to verify.

### Table 3.6: Parameters used in cases (4 and 5).

<table>
<thead>
<tr>
<th>Case</th>
<th>$A(g) \rightarrow A(l), A(l)+ B(l) \rightarrow P(l)$</th>
<th>$R_n=k_{R,1,1}[A][B]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{R,1,1}$</td>
<td>250000 (Ha$\gg$2) (case 4)</td>
<td>$2.5 \cdot 10^6 \leq k_{R,1,1} \leq 2.5 \cdot 10^{12}$ (case 5)</td>
</tr>
<tr>
<td>$[A]_{g,in}$</td>
<td>1 mol m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$[B]_{l,in}$</td>
<td>1 mol m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$k_l$</td>
<td>$5 \cdot 10^5$ m s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$k_g$</td>
<td>100 m s$^{-1}$ (no gas resistance)</td>
<td></td>
</tr>
<tr>
<td>$D_a$</td>
<td>$10^{-9}$ m$^2$ s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$D_{b,p}$</td>
<td>$10^{-9}$ m$^2$ s$^{-1}$ or $5 \cdot 10^{-9}$ m$^2$ s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$m_a$</td>
<td>$1 \leq m \leq 3$ (case 4)</td>
<td></td>
</tr>
<tr>
<td>$V_R$</td>
<td>10 m$^3$</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_g$</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>100 m$^2$ m$^{-3}$</td>
<td></td>
</tr>
<tr>
<td>$2.5 \leq a \leq 2500$ m$^2$ m$^{-3}$ (case 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Phi_{g,in/out}$</td>
<td>0.01 m$^3$ s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$\Phi_{l,in/out}$</td>
<td>0.01 m$^3$ s$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.51 s</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.7: Comparing approximate analytical solution of Equation (3.31) with numerical results (160 gridpoints) for case (4) with $D_a=D_b=10^{-9}$ m$^2$ s$^{-1}$.

<table>
<thead>
<tr>
<th>$m_a$</th>
<th>Eq. (31)</th>
<th>$E_{\infty,num}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>2.000</td>
<td>2.002</td>
</tr>
<tr>
<td>2.0</td>
<td>1.500</td>
<td>1.502</td>
</tr>
<tr>
<td>3.0</td>
<td>1.333</td>
<td>1.335</td>
</tr>
</tbody>
</table>
However, if the diffusion coefficients of components $A$ and $B$ are different, the deviations increase significant (Table 3.8). This is probably caused by a wrong approximation of the infinite enhancement factor (Equation (3.31)). For a case with $[B]_{\text{bulk}}/\gamma[A]$, not much larger than one, Lightfoot (1962) suggests the following equation:

$$E_{\text{env}} \approx 1 + \frac{D_b [B]_{\text{bulk}}}{\gamma_b D_a [A]_i} \sqrt{\frac{D_a}{D_b}}$$

(3.32)

which is also given in Table 3.8.

**Table 3.8:** Comparing approximate analytical solutions of Equation (3.31) and Equation (3.32) with numerical results (160 gridpoints) for case (4) with $D_a=10^{-9}$ m$^2$ s$^{-1}$ and $D_b=5 \cdot 10^{-9}$ m$^2$ s$^{-1}$.

<table>
<thead>
<tr>
<th>$m_a$</th>
<th>Eq. (31)</th>
<th>$E_{\text{env}}$,num</th>
<th>Eq. (32)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>2.681</td>
<td>2.892</td>
<td>3.232</td>
</tr>
<tr>
<td>2.0</td>
<td>1.565</td>
<td>1.871</td>
<td>2.117</td>
</tr>
<tr>
<td>3.0</td>
<td>1.193</td>
<td>1.554</td>
<td>1.745</td>
</tr>
</tbody>
</table>

From Table 3.8 it can be concluded that large discrepancies exist between Equation (3.31), Equation (3.32) and the exact numerical solution under certain conditions.

Additional simulations were performed with case (5), which differs slightly from case (4), varying the specific contact area $a$ from 2.5 m$^{-1}$ till 2500 m$^{-1}$. The simulation conditions are given in Table 3.6 and the steady state results are shown in Figure 3.10.

For a specific contact area of 2.5, 25 and 250 m$^{-1}$ the solution is at first glance as expected: at low Hatta numbers the saturation approaches a maximum and at high Hatta numbers the saturation approaches zero. This was explained in section 4.4, conclusions 5 and 6. However, at a specific contact area of 2500 m$^{-1}$, the saturation clearly does not approach zero (Figure 3.10), even at very high Hatta numbers ($Ha=1000$). The penetration theory predicts still substantial concentrations of species $A$ present in the liquid phase for Hatta numbers above 2.0. A saturation was found of 0.04 (4%) for $Ha>7.0$, independent of the Hatta number (7.0<$Ha<70000$). The Hinterland ratio $Al$ equals 10 for case (5) at $a=2500$ m$^{-1}$, which means that the process is still characterised
by a significant liquid bulk. The ratio of the maximum conversion in the liquid bulk to
the maximum transport through the film, \((Al-1)Hα^2\), is much larger than 1 for Hatta
numbers above 7.0 \((Al-1)Hα^2=441\) at \(Hα=7.0\).

\[
\eta_{\text{ext}} = 1 - \frac{1}{a^2 Hα^2}
\]

\[
\text{Penetration model (numerical)}
\]

Figure 3.10: Numerical results of saturation under steady state conditions of case (5),
varying the specific contact area from 2.5 \(m^{-1}\) to 2500 \(m^{-1}\).

More detailed analysis of the cases for a specific contact area of 2.5, 25 and 250 \(m^{-1}\)
shows that here also the saturation does not converge to zero at high Hatta numbers.
This is not visible from Figure 3.10 because of the scale of the y-axis, but from
Table 3.9 it is clear that there is a limit slightly above zero for all cases. The reason for
the saturation not approaching zero is that the penetration model assumes liquid
elements that are mixed up with the liquid bulk after each contact period. Therefore, the
species present inside the liquid element are considered part of the liquid phase.
Table 3.9: Saturation under steady state conditions of case (5) obtained with the presented model for large Hatta numbers (Ha > 2.0).

<table>
<thead>
<tr>
<th>(a = 2.5 \text{ m}^{-1})</th>
<th>(a = 25 \text{ m}^{-1})</th>
<th>(a = 250 \text{ m}^{-1})</th>
<th>(a = 2500 \text{ m}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00004</td>
<td>0.0004</td>
<td>0.004</td>
<td>0.04</td>
</tr>
</tbody>
</table>

We are aware that Hatta numbers of 70000 are not usually found in process industry. We only used these extreme numbers to show that even at these extremely high Hatta numbers, the saturation does not converge to zero. In fact we show that, at a realistic Hatta number of 7, the same saturation is found as for a Hatta number of 70000 (Figure 3.10). This is true, no matter what the value of the specific contact area is (Table 3.9).

Why does for a 1,0-reaction (section 5.2, Figure 3.9) the saturation of the liquid phase with species A converge to zero with increasing Hatta number, while for a 1,1-reaction (Figure 3.10) the saturation converges to a certain constant slightly above zero, even if the Hatta number is increased up to 70000? This can be explained by studying the concentration profiles of the liquid element at the end of the contact period.

The concentration profiles of the 1,0-reaction at various Hatta numbers are shown in Figure 3.11. From this figure it is clear that the amount of species present in the liquid element (the area under the graph) converges to zero with increasing Hatta number and therefore the liquid phase saturation will also converge to zero.

The concentration profiles of the 1,1-reaction at various Hatta numbers are shown in Figure 3.12. From this figure it is clear that the amount of species A present in the liquid element (the area under the graph of species A) does not converge to zero with increasing Hatta number. For this specific case, the area under the graph does not change for Hatta numbers larger than about 7. Therefore the liquid phase saturation does converge to a constant value, corresponding to the amount of species A marked by the grey triangle in Figure 3.12. The size and shape of this triangle is the same for all Hatta numbers larger than 7 for this case.
Figure 3.11: Concentration profiles in the liquid element at the end of a contact period for case (3) at steady state conditions and $a=2500$ m$^{-1}$. The reaction rate constant was varied to obtain Hatta numbers of 1, 2, 4 and 10.

Figure 3.12: Concentration profiles in the liquid element at the end of a contact period for case (5) at steady state conditions and $a=2500$ m$^{-1}$. The reaction rate constant was varied to obtain Hatta numbers of 1, 3, 8, 685 and 70494.
The reason that for a 1,0-reaction the area under the concentration profile converges to zero, while for a 1,1-reaction this is not the case, is explained below:

1. For a 1,0-reaction, species A is the only required reactant and increasing the Hatta number by increasing the reaction rate constant will under all circumstances increase the conversion of species A inside the liquid element and lower the concentration of species A. At large enough rate constants the concentration of species A will converge to zero.

2. For a 1,1-reaction, species A reacts with species B. This means that component B is required to convert component A into the products. Increasing the Hatta number by increasing the reaction rate constant will initially increase the conversion of species A. However, above a certain reaction rate the supply of component B coming from the liquid bulk becomes limiting – a so called instantaneous reaction - and further increase of the reaction rate does not increase the conversion. At large enough rate constants the concentration of species A will converge to a constant value larger than zero. From the concentration profiles shown in Figure 3.12 it is obvious that for case (5) at Hatta numbers above 7 the supply of component B for the liquid phase becomes limiting (for \( x<0.4 \) component B is not available and the reaction is instantaneous).

5.4 Instantaneous reaction without enhancement

A special case occurs for instantaneous reactions (\( Ha \gg 2 \)) without chemical enhancement of mass transfer (\( E_a = 1 \)). Case (4) (see Table 3.6) is an example of such a case if \( a=2500 \) \( m^{-1} \), \( D_c=5\times10^{-9} \) \( m^2 \) \( s^{-1} \) and \( m=3.0 \). For these conditions the enhancement factor equals the maximum enhancement factor \( E_{\infty}=1.09 \approx 1 \).

The concentration profile in the liquid element for this case is shown in Figure 3.13. The penetration theory does not have any difficulties with calculating and processing this profile. The corresponding profile for the stagnant film model is shown schematically in Figure 3.14. From this figure it is clear that the concentration profile of the film model has a discontinuity at \( x=\delta \) for this specific case. This discontinuity may lead to serious difficulties when applying the stagnant film model for such a case.
Figure 3.13: Concentration profiles in the liquid element at the end of a contact period for case (4) at steady state conditions and \( a = 2500 \text{ m}^{-1} \), \( D_b = 5 \cdot 10^{-9} \text{ m}^2 \text{ s}^{-1} \) and \( m = 3.0 \) (instantaneous reaction without enhancement).

Figure 3.14: Schematic concentration profile for the stagnant film model, corresponding to the profile for the penetration model presented in Figure 3.13 (instantaneous reaction without enhancement).
5.5 Equilibrium reaction

Case (6) in Table (3.10) defines a case with an equilibrium reaction. The equilibrium constant is 10 and varying the reaction rate constant of the forward reaction varies the Hatta number (based on the forward reaction) from 0.001 to 100. The steady state saturation is shown in Figure 3.15 as a function of Hatta number and specific contact area. The model has no difficulties handling the area where the liquid phase is not at equilibrium ($Ha<1.5$).

**Table 3.10: Parameters used in case (6).**

<table>
<thead>
<tr>
<th>Case</th>
<th>$A(g)\rightarrow A(l), A(l)+B(l)\rightleftharpoons C(l)+D(l)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{R,1,1}$</td>
<td></td>
</tr>
<tr>
<td>$K_{eq}=k_{R,1,1}/k_{R,-1,-1}$</td>
<td>2.5·$10^{-6}\leq k_{R,1}\leq 250000$ m$^6$ mol$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$[A]^0_g$ (initial state)</td>
<td>10</td>
</tr>
<tr>
<td>$[B]^0_l$ (initial state)</td>
<td>1 mol m$^{-3}$</td>
</tr>
<tr>
<td>$[A,C,D]^0_l$ (initial state)</td>
<td>0 mol m$^{-3}$</td>
</tr>
<tr>
<td>$k_l$</td>
<td>$5\cdot10^{-5}$ m s$^{-1}$</td>
</tr>
<tr>
<td>$k_g$</td>
<td>100 m s$^{-1}$ (no gas resistance)</td>
</tr>
<tr>
<td>$D_i$</td>
<td>$10^{-9}$ m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$m_a$</td>
<td>0.5</td>
</tr>
<tr>
<td>$V_R$</td>
<td>10 m$^3$</td>
</tr>
<tr>
<td>$\epsilon_g$</td>
<td>0.5</td>
</tr>
<tr>
<td>$a$</td>
<td>2.5, 25, 250 and 2500 m$^2$ m$^{-3}$</td>
</tr>
<tr>
<td>$\Phi_{g,in/out}$</td>
<td>0.01 m$^3$ s$^{-1}$</td>
</tr>
<tr>
<td>$\Phi_{l,in/out}$</td>
<td>0.01 m$^3$ s$^{-1}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.51 s</td>
</tr>
</tbody>
</table>

Comparing Figure 3.15 with Figure 3.10 shows the influence of the backward reaction. The backward reaction decreases the net conversion of species A in the liquid phase and thereby increases the saturation. For very low Hatta numbers the saturation converges to the same limits in both Figure 3.15 and Figure 3.10. At large Hatta numbers the influence of the backward reaction forces the saturation of species A to increase.
Figure 3.15: Numerical results of saturation under steady state conditions of case (6), varying the specific contact area from 2.5 m\(^{-1}\) to 2500 m\(^{-1}\).

6. Conclusions

The main conclusion is that the dynamic behaviour of ideally stirred gas-liquid reactors can be simulated successfully over a wide range of conditions with the numerical solution method presented in this study. From comparison of the numerical results with analytical solutions it was concluded that the errors can be neglected.

Contrary to many other numerical and analytical models the present model can be used over a wide range of conditions. The model is suitable for the entire range of Hatta numbers for both reversible and irreversible reactions. Multiple (in)dependent reactions, even with more than one gas phase component, can be implemented in the model as well, by extending the number of components and the kinetic rate expression. The model can also be used for simulation of (semi-)batch reactors.
Since the Hinterland concept requires a constant mass transfer flux from the liquid film or element to the liquid bulk phase, the Hinterland concept is not directly applicable to the penetration models. The model presented in this study successfully uses a different approach to implement the simultaneous solution of the Higbie penetration and the dynamic gas-liquid macro model.

Under some circumstances substantial differences exist between the exact numerical and existing approximate results. For specific cases substantial differences can exist between the results obtained using the stagnant film model with Hinterland concept and the presented implementation of the Higbie penetration model. Experiments are required to determine which model predicts the actual behaviour best.

The numerical model presented in this study is especially useful for complex systems for which no analytical solutions exist and for which the stagnant film model in not accurate.
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Notation

- $a$: specific surface area [m² m⁻³]
- $A$: component A [-]
- $Al$: Hinterland ratio (defined by $\epsilon_i / \delta i$) [-]
- $B$: component B [-]
- $C$: component C [-]
- $D$: component D [-]
- $D_{\text{diffusivity}}$: diffusivity [m² s⁻¹]
- $E_{\text{enhancement factor}}$: [-]
- $E_{\text{ditto for instantaneous reaction}}$: [-]
- $Ha$: Hatta number defined by $(k_{R,m,n,p,q}A)^{m-1}[B]^p[C]^q[D]^qD_{a}0.5/k_i$ [-]
Chapter 3

\( J_{\text{subscript}} \) molar flux \([\text{mol m}^{-2} \text{s}^{-1}]\)

\( k_g \) gas phase mass transfer coefficient \([\text{m s}^{-1}]\)

\( k_l \) liquid phase mass transfer coefficient \([\text{m s}^{-1}]\)

\( k_{ov} \) overall mass transfer coefficient \([\text{m s}^{-1}]\)

\( k_{R,\text{subscript}} \) reaction rate constant \([\text{m}^{3(m+n+p+q-1)} \text{mol}^{(m+n+p+q-1)} \text{s}^{-1} \text{ or m}^{3(r+s+t+v-1)} \text{mol}^{(r+s+t+v-1)} \text{s}^{-1}]\)

\( m \) reaction order [-]

\( m_{\text{subscript}} \) gas-liquid partition coefficient [-]

\( n \) reaction order [-]

\( N \) counter with start value 1 at \( t=0 \) [-]

\( N_{\text{subscript}} \) number of moles \([\text{mol}]\)

\( p \) reaction order [-]

\( q \) reaction order [-]

\( r \) reaction order [-]

\( R_{\text{subscript}} \) reaction rate \([\text{mol m}^{-3} \text{s}^{-1}]\)

\( s \) probability of replacement according to surface renewal model [-]

\( s \) reaction order [-]

\( t \) reaction order [-]

\( t \) simulation time variable \([\text{s}]\)

\( v \) reaction order [-]

\( V_R \) reactor volume \([\text{m}^3]\)

\( x \) place variable \([\text{m}]\)

\( x_{\text{dimensionless}} \) place variable defined as \( x/\sqrt{(4D_a\theta)} \) [-]

\([\text{subscript}]\) concentration \([\text{mol m}^{-3}]\)

\([\text{subscript}]\) concentration \([\text{mol m}^{-3}]\)

**Greek letters**

\( \delta \) film thickness according to film model \([\text{m}]\)

\( \delta_p \) assumed thickness of liquid element \([\text{m}]\)

\( \varepsilon_g \) gas phase hold-up [-]

\( \varepsilon_l \) liquid phase hold-up [-]

\( \Phi_g \) gas phase volume flow rate \([\text{m}^3 \text{s}^{-1}]\)

\( \Phi_l \) liquid phase volume flow rate \([\text{m}^3 \text{s}^{-1}]\)

\( \gamma_{\text{subscript}} \) stoichiometry number [-]
\( \eta \) degree of utilisation [-]
\( \eta_{\text{subscript}} \) degree of saturation [-]
\( \theta \) contact time according to penetration model (defined by \( 4D_{a}/\pi k_{i}^{2} \)) [s]
\( \tau_{g} \) gas phase residence time [s]
\( \tau_{l} \) liquid phase residence time [s]
\( \xi_{\text{subscript}} \) absolute conversion [mol]

**Subscripts**

- \( a \) component A
- \( an \) analytical solution
- \( b \) component B
- \( bulk \) at bulk conditions
- \( c \) component C
- \( d \) component D
- \( elem \) at liquid element conditions
- \( film \) film model
- \( g \) gas phase
- \( i \) interface
- \( i \) species i
- \( in \) at inlet conditions
- \( l \) liquid phase
- \( num \) numerical solution
- \( out \) at outlet conditions
- \( p \) penetration element
- \( pen \) penetration model
- \( sat \) at saturation conditions

**Superscripts**

- \( 0 \) initial value
- \( j \) time level
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CHAPTER 4

Stability and dynamic behaviour of gas-liquid mass transfer accompanied by irreversible reaction
Abstract

The dynamic behaviour and stability of single phase reacting systems has been investigated thoroughly in the past and design rules for stable operation are available from literature. The dynamic behaviour of gas-liquid processes is considerably more complex and has received relatively little attention. General design rules for stable operation are not available.

A rigorous gas-liquid reactor model is used to demonstrate the possible existence of dynamic instability (limit cycles) in gas-liquid processes. The model is also used to demonstrate that the design rules of Vleeschhouwer et al. (1992) are restricted to a specific asymptotic case.

A new approximate model is presented that after implementation in bifurcation software packages can be used to obtain general applicable design rules for stable operation of ideally stirred gas-liquid reactors.

The rigorous reactor model and the approximate design rules cover the whole range from kinetics controlled to mass transfer controlled systems and are powerful tools for designing gas-liquid reactors.
Chapter 4

1. Introduction

1.1 Single phase systems

Multiplicity, stability and dynamic behaviour of single phase reacting systems has been investigated intensively in the past. During the last 50 years a lot of papers have been devoted to this subject. Most papers (Bilous and Amundson, 1955; Aris and Amundson, 1958; Uppal et al., 1974 and 1976; Olsen and Epstein, 1993) deal with purely theoretical treatment of multiplicity and stability in single phase reactors, while other papers (Baccaro et al., 1970; Vejtasa and Schmitz, 1970; Vleeschhouwer and Fortuin, 1990; Heiszwolf and Fortuin, 1997) discuss both experimental and theoretical work.

From all these papers one general and important conclusion can be drawn: whenever a system can be described sufficiently accurate by two ordinary differential equations (ODE’s) with respect to time (one heat and one material balance, like an irreversible single phase first order reaction in a CISTR reactor), the occurrence of instability is easily predicted by analysing the characteristics of the linearised system of equations for process conditions in the neighbourhood of the steady state.

1.2 Gas-liquid systems

Prediction of the dynamic behaviour of gas-liquid two phase reactors is usually more complex, since these systems involve: 1) more than two component balances, i.e. ODE’s and 2) mass transfer between the gas and the liquid phase.

In literature only a few papers (Hoffman et al., 1975; Sharma et al., 1976; Huang and Varma, 1981 (two papers); Singh et al., 1982; Vleeschhouwer et al., 1992) dealt with the (dynamic) behaviour of gas-liquid processes. In none of these papers a general applicable methodology is presented to predict the dynamic behaviour of gas-liquid reactors.

Huang and Varma (1981) treat the dynamic behaviour of gas-liquid reactions in non-adiabatic stirred tank reactors. Unfortunately, this paper is only applicable for the specific case of pseudo-first-order gas-liquid reactions in the so called fast reaction
regime. For this specific case the key features of the system can be described by two ODE’s (a gas phase material and an overall heat balance) and a technique similar to that for single phase reactors can be applied to investigate the dynamic behaviour. Vleeschhouwer et al. (1992) treat the analysis of the dynamic behaviour of an industrial oxo reactor. However, this gas-liquid process is also described by only one material balance of the liquid phase component and a heat balance of the liquid phase. The gas phase components are not taken into account at all. This means that the process is simplified to a pseudo-first order single phase reacting system. This implies constant liquid phase concentrations of the gas phase components which is strictly only valid for systems with a completely saturated liquid phase (slow reaction regime and not too large Hinterland ratio’s (see Westerterp et al., 1990)).

In the current chapter two new models are introduced:
1. a rigorous model that can accurately describe the dynamic behaviour of gas-liquid reactors over a wide range of conditions.
2. an approximate model that can be used to obtain design rules for stable operation of gas-liquid reactors.

The rigorous model simultaneously solves the Higbie penetration model (partial differential equations) and the gas phase and liquid phase material balances (ODE’s) for all components. Moreover, the heat balances for both phases are taken into account on macro as well as on micro scale. The model is an improved (non-isothermal) version of the model presented and validated in Chapter 3 of this thesis (van Elk et al., 1999).

Using the rigorous model it is shown that the phenomenon limit cycle (dynamic instability) found for single phase reactors can also exist in gas-liquid reactors, even if mass transfer limitations are important. Generally, these sustained oscillations have to be avoided, because they may adversely affect product quality, downstream operations, catalyst deactivation and can lead to serious difficulty in process control and to unsafe operations. It is shown that the design rules of Vleeschhouwer et al. (1992) are not generally applicable for gas-liquid reacting systems. The rigorous model has one major disadvantage: it is not suited to create a so called stability map that characterises the dynamic behaviour of the system as a function of certain selected system parameters.
The approximate prediction is however suited to create such stability maps from which
design rules can be obtained. Our approximate method is more general than the design
rules presented by Huang and Varma (1981) or Vleeschhouwer et al. (1992). The
rigorous model, which takes into account all relevant phenomena, is still required in
order to check the approximate results for a chosen set of operating conditions.

2. Theory

2.1 Introduction

The problem considered is a dynamic gas-liquid reactor with mass transfer followed by
an irreversible second order chemical reaction:

\[ A(g) + \gamma_b B(l) \rightarrow \gamma_c C(l) + \gamma_d D(l) \]  

(4.1)

with the following overall reaction rate equation:

\[ R_a = k_{R0.11} e^{-E_{act} / RT} [A][B] \]  

(4.2)

The mathematical models used are based on the following assumptions:
1. The mass transfer in the gas phase is described with the stagnant film model.
2. The mass transfer in the liquid phase is described with the penetration model.
3. The contact time according to the penetration model is small compared to the liquid
   phase residence time.
4. Both the gas and the liquid phase are assumed to be perfectly mixed (i.e. CISTR’s).
5. The reaction takes place in the liquid phase only.
6. The liquid phase components (B, C and D) are non-volatile.

2.2 Rigorous model

For the penetration model the phenomenon of mass transfer accompanied by a chemical
reaction is governed by the following equations for mass and heat:
\[
\frac{\partial [A]}{\partial t} = D_a \frac{\partial^2 [A]}{\partial x^2} - R_a \tag{4.3}
\]

\[
\frac{\partial [B]}{\partial t} = D_b \frac{\partial^2 [B]}{\partial x^2} - \gamma_b R_a \tag{4.4}
\]

\[
\frac{\partial T}{\partial t} = \frac{\lambda}{\rho_l C_{P,l}} \frac{\partial^2 T}{\partial x^2} - R \left( \frac{\Delta H_R}{\rho_l C_{P,l}} \right) \tag{4.5}
\]

To permit an unique solution of the non-linear partial differential equations (4.3) to (4.5) one initial (4.6) and two boundary conditions (4.7) and (4.8) are required:

\[
t = 0 \text{ and } x \geq 0 : [A] = [A]_{l, \text{bulk}}, [B] = [B]_{l, \text{bulk}}, T = T_{l, \text{bulk}} \tag{4.6}
\]

\[
t > 0 \text{ and } x = \delta_p : [A] = [A]_{l, \text{bulk}}, [B] = [B]_{l, \text{bulk}}, T = T_{l, \text{bulk}} \tag{4.7}
\]

\[
J_a = -D_a \left( \frac{\partial [A]}{\partial x} \right)_{x=0} = k_g \left[ [A]_{g, \text{bulk}} - \frac{[A]_{x=0}}{m_a} \right]
\]

\[
\left( \frac{\partial [B]}{\partial x} \right)_{x=0} = 0
\]

\[
J_T = -\lambda \left( \frac{\partial T}{\partial x} \right)_{x=0} = h_g \left( T_{g, \text{bulk}} - T_{x=0} \right)
\]

The material and energy balances describing the system on macro scale are:

\[
\frac{d[A]_{g, \text{bulk}}}{dt} = \frac{[A]_{g, \text{in}} - [A]_{g, \text{bulk}}}{\tau_g} - \frac{J_a}{\varepsilon_g} \tag{4.9}
\]

\[
\frac{dT_g}{dt} = \frac{T_{g, \text{in}} - T_g}{\tau_g} - \frac{J_T}{\rho_g C_{P,g} \varepsilon_g} \tag{4.10}
\]

\[
\frac{d[A]_{l, \text{bulk}}}{dt} = \frac{[A]_{l, \text{in}} - [A]_{l, \text{bulk}}}{\tau_l} + \frac{J_a}{\varepsilon_l} - R_{a, \text{bulk}} \tag{4.11}
\]
The overall rigorous mathematical model (see Figure 4.1) combines the micro and macro model equations (4.3) to (4.13) by simultaneously solving the micro and macro model. The macro model is coupled to the micro model by the boundary conditions. The isothermal version of the model is described and validated in Chapter 3 of this thesis (van Elk et al., 1999).

According to the penetration model a liquid element is exposed at the gas-liquid interface for a period $\theta$ during which mass transfer and accompanying chemical transformation takes place. Subsequently, the element is instantaneously swept to the ideally mixed liquid bulk and replaced by a new fresh one. The dimensions of the liquid element are assumed to be infinite compared to the penetration depth $\delta$, and therefore no direct mass and heat transport to the liquid bulk via the liquid element occurs:

$$\frac{d[B]_{l,\text{bulk}}}{dt} = \frac{[B]_{l,\text{in}} - [B]_{l,\text{bulk}}}{\tau_f} - \gamma_b R_{a,\text{bulk}}$$

$$\frac{dT_l}{dt} = \frac{T_{l,\text{in}} - T_l}{\tau_l} + \frac{J_T a}{\rho_l C_{P,l} \varepsilon_l} - \frac{U A (T_l - T_{\text{cool}})}{\rho_l C_{P,l} \varepsilon_l V_R} + R \left( \frac{\Delta H_R}{\rho_l C_{P,l}} \right)$$

The liquid phase concentration directly after the element has been swept to the ideally mixed liquid bulk is:

$$\frac{d[A]_{l,\text{bulk}}}{dt} = \frac{[A]_{l,\text{in}} - [A]_{l,\text{bulk}}}{\tau_f} - R_{a,\text{bulk}}$$

The numerator represents the amount of moles present in the liquid phase after the contact time $\theta$ (see Fig. 1):

$$[i]_f = \frac{N_{i,\text{elem}} + N_{i,\text{bulk}}}{\varepsilon_l V_R}$$

For the heat balance a similar procedure is used.
2.3 Simple model (2 ODE’s) and perturbation analysis

The question arises whether or not the stability of gas-liquid reactors can be predicted without having to solve completely the complicated and time consuming rigorous reactor model presented in the previous section. This is interesting for two reasons:

1. The rigorous reactor model requires much computational efforts.

Figure 4.1: The rigorous reactor model.
2. The rigorous reactor model investigates only one set of conditions at a time, while predictive methods (like the so called perturbation analysis) result in a stability map that indicates the dynamic behaviour as a function of two chosen parameters. So, if a sufficiently accurate approximate prediction method could be derived this would be very attractive.

Vleeschhouwer et al. (1992) successfully predicted the dynamic system behaviour and the transition from a limit cycle to a point-stable steady state of a commercial scale gas-liquid oxo reactor using the so called perturbation analysis. Analytical solution of the perturbation analysis is restricted to systems that can be described by two ODE’s. The analysis involves linearisation of the governing non-linear ODE’s in the neighbourhood of the steady state:

\[
\frac{d}{dt} \begin{bmatrix} \frac{\partial x_1}{\partial x_2} \\ \frac{\partial x_2}{\partial x_2} \end{bmatrix} = A \begin{bmatrix} \frac{\partial x_1}{\partial x_1} \\ \frac{\partial x_2}{\partial x_2} \end{bmatrix} \quad \text{with} \quad A = \begin{bmatrix} \frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} \\ \frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} \end{bmatrix}_{x_1=x_{1s}, x_2=x_{2s}}
\]  

(4.17)

Where \( x_1 \) and \( x_2 \) represent respectively the perturbed concentration and temperature in the case study of Vleeschhouwer et al. (1992). The functions \( f_1 \) and \( f_2 \) represent the right hand sides of the mass and heat balance, where \( x_{1s} \) and \( x_{2s} \) represent the steady state values of the concentration and temperature, respectively. A system is considered point-stable if, after a sufficiently small perturbation from the steady state, the system returns to its initial state.

A sufficient and necessary condition for a point-stable steady state is that the slope condition (\( \det A > 0 \)) as well as the dynamic condition (\( \text{trace } A < 0 \)) are fulfilled (in fact this means that both eigenvalues of the linearised system must have negative real parts). If the slope condition is violated (\( \det A < 0 \)) the system shows static instability (extinction or ignition to a static stable point). If the dynamic condition is violated (\( \text{trace } A > 0 \)) the system shows dynamic instability (limit cycle).

If a plot (stability map) is made with S-shaped curves of the loci of points representing the steady states of the system as a function of a certain parameter (for example the coolant temperature), two additional curves can be drawn to divide the figure in three distinct regions, each with a characteristic dynamic behaviour. The two curves are the
fold bifurcation curve \((\text{det } \mathbf{A} = 0)\) and the Hopf bifurcation curve \((\text{trace } \mathbf{A} = 0)\). The fold bifurcation curve is also known as the saddle-node bifurcation or slope curve. The three distinct regions are: I. region with point-stable steady states; II. region with dynamic instability (also called orbitally stable region or limit cycle region); III. region with static instability.

Thus, the perturbation analysis requires simplification of the overall reactor model to a system with only two ODE’s. Most obvious is to reduce the system description to a system of equations that only includes one heat and one material balance. Vleeschhouwer et al. (1992) reduced their system to the following set:

\[
\frac{d[B]_{l,\text{bulk}}}{dt} = \frac{[B]_{l,\text{in}} - [B]_{l,\text{bulk}}}{\tau_l} - \gamma_b R_{a,\text{bulk}} \tag{4.18}
\]

\[
\frac{dT_l}{dt} = \frac{T_{l,\text{in}} - T_l}{\tau_l} - \frac{U A (T_l - T_{\text{cool}})}{\rho_l c_{p,l} \varepsilon_l V_R} + R \left( -\Delta H_R \right) \frac{\rho_l c_{p,l}}{\rho_l c_{p,l}} \tag{4.19}
\]

Which implies that a constant value for \([A]_{l,\text{bulk}}\) had to be assumed to enable calculation of the reaction rate. It seems reasonable to choose the steady state value for this.

### 2.4 Approximate model (3 ODE’s) and bifurcation analysis

The perturbation analysis presented by Vleeschhouwer et al. (1992), as described in section 2.3, fails for systems in which mass transfer limitations are important. In this section an extension of their theory to these systems will be described. This new approximate method requires simplification of the rigorous reactor model to a system of ODE’s and algebraic equations (AE’s) only. The proposed system of ODE’s is:

\[
\frac{d[A]_{l,\text{bulk}}}{dt} = \frac{-[A]_{l,\text{bulk}}}{\tau_l} + \frac{k_i E_a a}{\varepsilon_l} \left( m_a [A]_g - [A]_{l,\text{bulk}} \right) - R_{a,\text{bulk}} \tag{4.20}
\]

\[
\frac{d[B]_{l,\text{bulk}}}{dt} = \frac{[B]_{l,\text{in}} - [B]_{l,\text{bulk}}}{\tau_l} - \gamma_b R_{a,\text{bulk}} \tag{4.21}
\]
\[
\begin{align*}
\frac{dT_i}{dt} &= T_{i,in} - T_i - \frac{U A (T_i - T_{cool})}{\rho_i C_{P,i} e_i V_R} + R \left( -\frac{\Delta H_R}{\rho_i C_{P,i}} \right) \\
&= \frac{E_{a,PS}}{2(E_{a,inf} - 1)} \left[ 1 + 4 \left( \frac{E_{a,inf} - 1}{E_{a,PS}} \right)^{0.5} \right] - 1.
\end{align*}
\]

Depending on the required accuracy and the reactor system considered more ODE's can be added, for example if the reaction is reversible or if the gas phase has to be taken into account, too.

The model requires an algebraic expression (AE) for the enhancement factor to replace the micro model. The fact that the micro and macro balances are no longer solved simultaneously and that the mass and heat balances are decoupled on micro scale makes the model an approximate model. Van Swaaij and Versteeg (1992) concluded in their review that no generally valid approximate expressions are available for the enhancement factor that cover all gas-liquid process accompanied with complex (reversible) reactions. However, for some asymptotic situations these expressions are available. For the present study we assumed that the reaction is irreversible and obeys first order kinetics with respect to A and B. Then the following approximate relation can be used for estimating the enhancement factor:

\[
E_a = \frac{E_{a,PS}}{2(E_{a,inf} - 1)} \left[ 1 + 4 \left( \frac{E_{a,inf} - 1}{E_{a,PS}} \right)^{0.5} \right] - 1
\]

where:

\[
E_{a,inf} = \sqrt{\frac{D_a}{D_b}} + \sqrt{\frac{D_b}{D_a}} \frac{[B]_{l,bulk}}{\gamma_b [A]_l}
\]

\[
E_{a,PS} = Ha \left[ 1 + \frac{\pi}{8Ha^2} \right] \text{erf} \left[ \sqrt{\frac{4Ha^2}{\pi}} \right] + \frac{1}{2Ha} \exp \left( \frac{4Ha^2}{\pi} \right)
\]

\[
Ha = \sqrt{\frac{k_R [B]_{l,bulk} D_a}{k_i}}
\]
For systems for which no approximate expression of the enhancement factor is available a polynomial fit of data obtained by separate calculations of the rigorous reactor model can be implemented.

Creating a stability map of the system described by equation (4.20) to (4.24) by the analytical perturbation analysis is not possible. However, bifurcation software packages like LOCBIF or AUTO can create a stability map for the system using a numerical bifurcation technique. Implementation of equation (4.20) to (4.24) in bifurcation software (LOCBIF) results in a new and general prediction method. This method is very powerful for attaining design rules for stable operation of gas-liquid reactors.

LOCBIF is a software package that has the numerical routines to explore the existence and stability of equilibria in dynamical models with limited efforts.

3. Results

3.1 Introduction

To demonstrate the applicability of the models described in the previous sections, 6 fictitious but realistic cases were used. The values of important parameters used in the simulations are presented in Table 4.1 and Table 4.2.

It is assumed that the gas phase concentration remains constant and additionally that the contribution of the gas phase to the overall heat balance can be neglected. For systems where these additional assumptions are not valid, gas phase conservation equations should be supplemented to the approximate model.

The odd cases (1, 3 and 5) refer to dynamically unstable and the even cases (2, 4 and 6) refer to dynamically stable conditions. Cases 1 and 2 are mainly controlled by the rate of the reaction kinetics \((Ha=0.24)\), while cases 3 and 4 \((Ha=2.9)\) and cases 5 and 6 \((Ha=63.3)\) are controlled by mass transfer processes.
Table 4.1: Fixed parameters used for all simulations.

| Case | $k_{R,1,1}$ | $E_{act}$ | $R$ | $k_l$ | $k_g$ | $D_a$ | $D_b$ | $m_a$ | $V_R$ | $\varepsilon_l$ | $\Phi_l$ | $\rho_l$ | $C_{P,l}$ | $\lambda$ | $\Delta H_R$ | $T_{in}$ |
|------|--------------|-----------|-----|-------|-------|-------|-------|-------|-------|------|----------|--------|---------|---------|--------|-----------|--------|
| $\text{A(g)}\rightarrow\text{A(l)}, \text{A(l)+ B(l)}\rightarrow \text{P(l)} / R,=k_{R,1,1}[A][B]$ | 500000 | 90000 J mol$^{-1}$ | 8.314 J mol$^{-1}$ K$^{-1}$ | 3.5·$10^{-5}$ m s$^{-1}$ | 100 m s$^{-1}$ (no gas resistance) | $10^9$ m$^{-2}$ s$^{-1}$ | $10^9$ m$^{-2}$ s$^{-1}$ | 1.0 | 10 m$^3$ | 0.5 | 1000 m$^2$ m$^{-3}$ | 0.005 m$^3$ s$^{-1}$ | 800 kg m$^{-3}$ | 2000 J kg$^{-1}$ K$^{-1}$ | 0.02 W m$^{-1}$ K$^{-1}$ | -160000 J mol$^{-1}$ | 303 K |

Table 4.2: Operating conditions and initial values used and the corresponding steady state values (approximate model).

<table>
<thead>
<tr>
<th>Case</th>
<th>$[A]_{\text{g, bulk}}$</th>
<th>$[B]_{\text{l, in}}$</th>
<th>$T_{\text{cool}}$</th>
<th>$U A$</th>
<th>Regime</th>
<th>$H a$</th>
<th>$T_s$</th>
<th>$H (Al-1) Ha^2$</th>
<th>$T_0$</th>
<th>$[A]_{\text{l, bulk, s}}$</th>
<th>$[B]_{\text{l, bulk, s}}$</th>
<th>$U A_{\text{design rule}}$</th>
<th>$T_{\text{cool design rule}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>case 1 and 2</td>
<td>100 mol m$^{-3}$</td>
<td>5000 mol m$^{-3}$</td>
<td>425 and 441 K</td>
<td>35000 and 55000 W K$^{-1}$</td>
<td>kinetics controlled / intermediate</td>
<td>0.24</td>
<td>468 K</td>
<td>0.94 (=1.0)</td>
<td>488 K (step disturbance 20°C)</td>
<td>50.1 mol m$^{-3}$</td>
<td>1558 mol m$^{-3}$</td>
<td>&gt; 50418 W/K (Fig. 4.5) $^*$</td>
<td>&gt; 438 K (Fig. 4.5) $^*$</td>
</tr>
<tr>
<td>case 3 and 4</td>
<td>100 mol m$^{-3}$</td>
<td>25000 mol m$^{-3}$</td>
<td>469 and 507 K</td>
<td>150000 and 250000 W K$^{-1}$</td>
<td>mass transfer controlled</td>
<td>2.9</td>
<td>565 K</td>
<td>140 (&gt;1.0)</td>
<td>575 K (step disturbance 10°C)</td>
<td>2.0 mol m$^{-3}$</td>
<td>4354 mol m$^{-3}$</td>
<td>&gt; 214848 W/K (Fig. 4.7) $^*$</td>
<td>&gt; 509 K (Fig. 4.7) $^*$</td>
</tr>
<tr>
<td>case 5 and 6</td>
<td>5.0 mol m$^{-3}$</td>
<td>25000 mol m$^{-3}$</td>
<td>673 and 715 K</td>
<td>75000 and 100000 W K$^{-1}$</td>
<td>mass transfer controlled</td>
<td>63.3</td>
<td>842 K</td>
<td>66074 (&gt;1.0)</td>
<td>852 K (step disturbance 10°C)</td>
<td>0.004 mol m$^{-3}$</td>
<td>3760 mol m$^{-3}$</td>
<td>&gt; 98934 W/K (Fig. 4.10) $^*$</td>
<td>&gt; 693 K (Fig. 4.10) $^*$</td>
</tr>
</tbody>
</table>

*If one of these two design rules is fulfilled the system will show point stable steady states.

Including the work of Vleeschhouwer et al. (1992) these cases cover the whole range from pre-mixed feed bulk reaction characterised by $(Al-1)Ha^2<<1$ till fast film reaction with $(Al-1)Ha^2>>1$. The physical meaning of $(Al-1)Ha^2$ is the ratio of the maximum
conversion in the liquid bulk to the maximum transport through the mass transfer film (Westerterp et al., 1990). Vleeschhouwer et al. (1992) had a system with \((Al-1)Ha^2<1\), for case 1 and 2 we have a system with \((Al-1)Ha^2\approx 1\), for case 3 and 4 we have \((Al-1)Ha^2=140\) and for case 5 and 6 finally \((Al-1)Ha^2>>1\).

3.2 Case 1 and 2 (rigorous model)

Solving the rigorous reactor model presented in section 2.2 requires simultaneous solution of a set of coupled non-linear ordinary and partial differential equations (see Figure 4.1) and results in the change of temperature and concentration in time. The change of the reactor temperature \(T_l\) in time for the parameter values of case 1 and 2 given in Table 4.1 and 4.2 is shown in Figure 4.2. Case 1 results in a limit cycle (dynamic unstable steady state) whereas case 2 results in a point-stable steady state.

![](image)

**Figure 4.2:** Solution of the rigorous reactor model.

\(Ha=0.24, (Al-1)Ha^2=0.94, T_s=468\text{ K.}\)

Case 1 \(UA=35000\text{ W/K}\) and case 2 \(UA=55000\text{ W/K}.\)
3.3 Case 1 and 2 (simple model)

A stability map, obtained by a perturbation analysis of equations (4.18) and (4.19) using the data of cases 1 and 2 and \([A]_{\text{bulk}}=50.1 \text{ mol m}^{-3}\) (the steady state value, see Table 4.2) is given in Figure 4.3. From the stability map it can be seen that for both case 1 and case 2 a limit cycle is predicted (region II). From Figure 4.2 it can however be seen that this does not agree with the results obtained from the rigorous reactor model developed in the present study. In Figure 4.4 the solution of the simple model is given and it can be seen that this does indeed show a limit cycle for case 2, as predicted.

![Stability map](image)

**Figure 4.3:** Stability map of the simple reactor model (2 ODE’s). The steady state temperature is plotted as a function of the cooling temperature and the heat transfer parameter \(UA\). The points 1 and 2 refer to case 1 and 2 from Table 4.2. The regions I, II and III refer to point stable, limit cycle and static unstable conditions respectively.
It can thus be concluded that the perturbation analysis does agree with the results of the simple model, but apparently the simple model fails for complex processes. This means that the perturbation analysis as presented by Vleeschhouwer et al. (1992) is not general applicable and only valid for the specific case of systems with a completely saturated liquid phase \((Al-1)Ha^2<<1\), see Westerterp et al. (1990)).

### 3.4 Case 1 and 2 (approximate model)

A stability map, obtained by a bifurcation analysis of equations (4.20) to (4.24) was created using the LOCBIF bifurcation software package. From the stability map (Figure 4.5) it is predicted that case 1 is a limit cycle and case 2 is point-stable, which corresponds with the results of the rigorous model. From the stability map the following design rule is obtained for this specific system: as long as either \(UA\) is larger than 50418 W/K or \(T_{cool}\) is larger than 438 K the steady states are point stable (region I).

The solution of the system of equations (4.20) to (4.24) for case 1 and case 2 is shown in Figure 4.6. Comparing Figure 4.2 (rigorous reactor model) and Figure 4.6 (approximate model) shows that the approximate model with 3 ODE’s (4.20) to (4.22) and 1 AE ((4.24) substituted in (4.23)) gives reasonable results.
Figure 4.5: Stability map of the approximate reactor model (3 ODE’s). The steady state temperature is plotted as a function of the cooling temperature and the heat transfer parameter $UA$. The points 1 and 2 refer to case 1 and 2 from Table 4.2. The regions I, II and III refer to point stable, limit cycle and static unstable conditions respectively.

Figure 4.6: Solution of the approximate reactor model (3 ODE’s).

$Ha=0.24$, $(Al-1)Ha^2=0.94$, $T_s=468$ K.

Case 1 $UA=35000$ W/K and case 2 $UA=55000$ W/K.
3.5 Case 3 and 4 (rigorous and approximate model)

Cases 1 and 2 used for the calculations presented in the previous sections correspond to systems that are mainly controlled by the reaction kinetics ($Ha=0.24$). In this section it will be shown that the bifurcation analysis based on the approximate (3 ODE’s) model is also applicable in the mass transfer controlled regime ($Ha>2.0$). This is done by appropriate modification of the conditions (cases 3 and 4 defined in Table 4.2).

A stability map, obtained by a bifurcation analysis using LOCBIF and the approximate model, is shown in Figure 4.7. It is predicted that case 3 is a limit cycle and case 4 is point-stable. From Figure 4.8 it can be seen that this corresponds with the results obtained from the rigorous model. The exact design rules for point stable steady states are given in Table 4.2.

![Figure 4.7: Stability map of the approximate reactor model (3 ODE’s). The steady state temperature is plotted as a function of the cooling temperature and the heat transfer parameter $UA$. The points 3 and 4 refer to case 3 and 4 from Table 4.2. The regions I, II and III refer to point stable, limit cycle and static unstable conditions respectively.](image-url)
Figure 4.8: Solution of the rigorous reactor model.

\( Ha=2.9, (Al-1)Ha^2=140, T_s=565\) K.

Case 3 \( UA=150000\) W/K and case 4 \( UA=250000\) W/K.

Figure 4.9: Solution of the approximate reactor model (3 ODE’s).

\( Ha=2.9, (Al-1)Ha^2=140, T_s=565\) K.

Case 3 \( UA=150000\) W/K and case 4 \( UA=250000\) W/K.

Figure 4.9 shows the solution of the approximate model. Comparing Figure 4.8 and Figure 4.9 shows some discrepancy between the approximate and the rigorous model. This is most probably caused by the fact that the approximate model does not take the
temperature profile on micro scale into account (Vas Bhat et al., 1997). Moreover, for these cases the heat of reaction in produced mainly in the mass transfer film near the gas-liquid interface, contrary to the approximate rigorous method which assumes bulk heat generation.

3.6 Case 5 and 6 (rigorous and approximate model)

Cases 3 and 4 are mainly controlled by mass transfer \((Ha=2.9, (Al-1)Ha^2=140)\), but the concentration of the gas phase component \(A\) in the liquid bulk is not yet completely zero \([A]_{\text{bulk}}=2.0\ \text{mol m}^{-3}\). Cases 5 and 6 are characterised by a very fast reaction \((Ha=63.3, (Al-1)Ha^2>>1)\), so that the liquid bulk is fully depleted \([A]_{\text{bulk}}=0.004\ \text{mol m}^{-3}\). This is achieved by appropriate modification of the conditions (Table 4.2).

![Figure 4.10: Stability map of the approximate reactor model (3 ODE’s). The steady state temperature is plotted as a function of the cooling temperature and the heat transfer parameter \(UA\). The points 5 and 6 refer to case 5 and 6 from Table 4.2. The regions I, II and III refer to point stable, limit cycle and static unstable conditions respectively.](image)
Figure 4.11: Solution of the rigorous reactor model.

\[ H_a = 63.3, (A_l - 1) H_a^2 = 66074, T_s = 842 \text{ K}. \]

Case 5 \( U/A = 75000 \text{ W/K} \) and case 6 \( U/A = 100000 \text{ W/K} \).

Figure 4.12: Solution of the approximate reactor model (3 ODE’s).

\[ H_a = 63.3, (A_l - 1) H_a^2 = 66074, T_s = 842 \text{ K}. \]

Case 5 \( U/A = 75000 \text{ W/K} \) and case 6 \( U/A = 100000 \text{ W/K} \).

A stability map, obtained by using the approximate model is shown in Fig. 4.10. It is predicted that case 5 is a limit cycle and case 6 is point-stable. From Figure 4.11 and Figure 4.12 it can be seen that this corresponds with the results obtained from the
rigorous model and the approximate model, respectively. The exact design rules for point stable steady states are given in Table 4.2. Comparing Figure 4.11 and Figure 4.12 shows again some discrepancy between the approximate and the rigorous model.

4. Conclusions

A rigorous model is presented that can accurately describe the dynamic behaviour of ideally stirred gas-liquid reactors over a wide range of conditions. The model is used to demonstrate the possible existence of limit cycles in gas-liquid processes.

It is concluded (see Table 4.3, simple model) that the perturbation analysis from Vleeschhouwer et al. (1992) is not general applicable for prediction of the dynamic behaviour of ideally stirred gas-liquid processes. Application of these design rules is restricted to systems with a fully saturated liquid phase \( ((Al-1)Ha^2<<1) \), see Westerterp et al. (1990)).

Table 4.3: Overview of the results.

<table>
<thead>
<tr>
<th>Case</th>
<th>( T_{cool} ) (K)</th>
<th>UA (W/K)</th>
<th>( T_r ) (K)</th>
<th>rigorous model</th>
<th>simple model (2 ODE)</th>
<th>approximate model (3 ODE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>solution of model</td>
<td>perturbation analysis</td>
<td>solution of model</td>
</tr>
<tr>
<td>1</td>
<td>425</td>
<td>35000</td>
<td>468</td>
<td>limit cycle</td>
<td>limit cycle</td>
<td>limit cycle</td>
</tr>
<tr>
<td>2</td>
<td>441</td>
<td>55000</td>
<td>468</td>
<td>point stable</td>
<td>limit cycle</td>
<td>limit cycle</td>
</tr>
<tr>
<td>3</td>
<td>469</td>
<td>150000</td>
<td>565</td>
<td>limit cycle</td>
<td>limit cycle</td>
<td>limit cycle</td>
</tr>
<tr>
<td>4</td>
<td>507</td>
<td>250000</td>
<td>565</td>
<td>point stable</td>
<td>limit cycle</td>
<td>point stable</td>
</tr>
<tr>
<td>5</td>
<td>673</td>
<td>75000</td>
<td>842</td>
<td>limit cycle</td>
<td>limit cycle</td>
<td>limit cycle</td>
</tr>
<tr>
<td>6</td>
<td>715</td>
<td>100000</td>
<td>842</td>
<td>point stable</td>
<td>limit cycle</td>
<td>point stable</td>
</tr>
</tbody>
</table>

conclusion → exact solution simple model fails approximate model succeeds

The new approximate model presented in this chapter gives more general applicable results and covers the complete region from pre-mixed feed bulk reaction \( ((Al-1)Ha^2<<1) \) to fast film reaction \( ((Al-1)Ha^2>>1) \). A bifurcation analysis based on this model is a powerful and general tool to obtain design rules for stable operation of ideally stirred gas-liquid reactors.
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The decoupling of mass and heat balances on micro scale increases the error of the approximate model and the corresponding bifurcation analysis (especially in the fast reaction regime). Therefore, the rigorous reactor model should be used to check the obtained design rules and to investigate the dynamic system behaviour more detailed.
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**Notation**

- \( a \) specific surface area \([\text{m}^2 \text{ m}^{-3}]\)
- \( A \) heat transfer area \([\text{m}^2]\)
- \( A \) component A [-]
- \( A_l \) Hinterland ratio (defined by \( \varepsilon_l k_l / aD_a \)) [-]
- \( B \) component B [-]
- \( C \) component C [-]
- \( C_P \) heat capacity \([\text{J kg}^{-1} \text{ K}^{-1}]\)
- \( D \) component D [-]
- \( D_{\text{subscript}} \) diffusivity \([\text{m}^2 \text{ s}^{-1}]\)
- \( E_{\text{act}} \) activation energy \([\text{J mol}^{-1}]\)
- \( E_{\text{subscript}} \) enhancement factor [-]
- \( h_g \) gas phase heat transfer coefficient \([\text{W m}^{-2} \text{ K}^{-1}]\)
- \( -\Delta H_R \) heat of reaction based on \( R \) \([\text{J mol}^{-1}]\)
- \( H_a \) Hatta number defined as \( (k_R [B] D_a)^{0.5}/k_l \) [-]
- \( J_{\text{subscript}} \) molar flux \([\text{mol m}^{-2} \text{ s}^{-1}]\)
- \( J_T \) heat flux \([\text{W m}^{-2}]\)
- \( k_g \) gas phase mass transfer coefficient \([\text{m s}^{-1}]\)
- \( k_l \) liquid phase mass transfer coefficient \([\text{m s}^{-1}]\)
- \( k_{R,m,n} \) reaction rate constant \([\text{m}^{3(m+n-1)} \text{ mol}^{(m+n-1)} \text{ s}^{-1}]\)
- \( m \) reaction order [-]
- \( m_{\text{subscript}} \) gas-liquid partition coefficient [-]
- \( n \) reaction order [-]
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\( N \) counter with start value 1 at \( t=0 \) [-]

\( N_{\text{subscript}} \) number of moles [mol]

\( R_{\text{subscript}} \) reaction rate [mol m\(^{-3}\) s\(^{-1}\)]

\( R_{\text{gas}} \) ideal gas constant [J mol\(^{-1}\) K\(^{-1}\)]

\( t \) simulation time variable [s]

\( T \) temperature [K]

\( U \) heat transfer coefficient [W m\(^{-2}\) K\(^{-1}\)]

\( V_R \) reactor volume [m\(^3\)]

\( x \) place variable [m]

\( x_{\text{dimensionless}} \) place variable defined as \( x/\sqrt{(4D_a\theta)} \) [-]

\([\] \) concentration [mol m\(^{-3}\)]

\([\text{subscript}] \) concentration [mol m\(^{-3}\)]

**Greek letters**

\( \delta_p \) assumed thickness of liquid element [m]

\( \varepsilon_g \) gas phase hold-up [-]

\( \varepsilon_l \) liquid phase hold-up [-]

\( \Phi_l \) liquid volume flow [m\(^3\) s\(^{-1}\)]

\( \gamma_{\text{subscript}} \) stoichiometry number [-]

\( \lambda \) thermal conductivity [W m\(^{-1}\) K\(^{-1}\)]

\( \theta \) contact time according to penetration model (defined by \( 4D_a / \pi k_l^2 \)) [s]

\( \rho \) density [kg m\(^{-3}\)]

\( \tau_l \) liquid phase residence time [s]

**Subscripts**

0 initial value

\( a \) component A

\( b \) component B

bulk at bulk conditions

\( c \) component C

cool cooling medium

\( d \) component D

\( g \) gas phase

\( i \) interface
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CHAPTER 5

Stability and dynamic behaviour of a hydroformylation reactor – Influence of mass transfer in the kinetics controlled regime
Chapter 5

Abstract

In behalf of the development of new hydroformylation reactors, a study was initiated to examine the dynamics of hydroformylation processes. The current chapter presents the results of applying the rigorous reactor model (van Elk et al., 1999 and 2000) and the approximate reactor model (van Elk et al., 1999) on a new, to be developed, hydroformylation reactor with complex kinetics.

The reaction considered is first order in the olefin and the catalyst concentration, while the apparent reaction order in hydrogen ($H_2$) varies between 0 and 1 and in carbon monoxide (CO) between -1 and 1, depending on the hydrogen and carbon monoxide concentrations respectively. The influence of the cooler design and the mass transfer on the dynamic behaviour is investigated in the kinetic controlled regime.

It is shown that this reactor will show oscillatory behaviour under certain realistic operating conditions. From stability analysis it was found that the desired steady state (temperature, conversion) exists for a wide range of mass transfer parameters. However, the cases are only statically similar, but dynamically show an important difference: for some conditions the steady state is found to be dynamically stable, while for other conditions the same steady state is found to be dynamically unstable (limit cycle). This unusual phenomenon is possible due to the negative reaction order in CO.
1. Introduction

With respect to the development of a new hydroformylation reactor, a study was initiated to examine the dynamics of hydroformylation processes. The dynamic behaviour of a reactor in general and especially of a hydroformylation reactor is a very important part of the reactor design. A literature survey indicated that undesired sustained temperature oscillations may exist in hydroformylation reactors under certain circumstances (Vleeschhouwer et al., 1992). In plant operation, these conditions have to be avoided because they may adversely affect product quality, catalyst degradation and downstream operations and can lead to serious difficulty in process control and unsafe reactor operations. Two models to be used as design tools have been developed and validated:


The models are used to investigate the influence of the cooler design and the mass transfer coefficient and/or contact area on the stability and dynamic behaviour of the reactor.

The rigorous model (van Elk et al., 1999 and 2000) requires a minimum amount of model assumptions and simplifications moreover it takes all relevant phenomena into account. The rigorous model is based on the following major assumptions:

1. The mass transfer in the gas phase is described with the stagnant film model.
2. The mass transfer in the liquid phase is described with the Higbie (Higbie, 1935) penetration model.
3. The contact time according to the penetration model is small compared to the liquid-phase residence time.
4. Both the gas and the liquid-phase are assumed to be perfectly mixed (i.e. CISTRs).

The approximate model (van Elk et al., 1999) is a much simpler one based on some additional assumptions. This model takes only the key phenomena into account. The model consists of liquid-phase material balances (ordinary differential equations) and an approximate algebraic expression for the enhancement factor. The approximate model is based on the following additional assumptions:
1. The influence of mass transfer is sufficiently accurate described by an approximate
and explicit analytical expression for the enhancement factor ($E_a$).
2. The influence of temperature profiles on micro scale can be neglected.
3. The resistance to mass transfer in the gas-phase can be neglected.
4. The influence of the gas phase heat balance can be neglected or alternatively the
gas and liquid phase heat balances can be combined into one overall heat balance.
5. The gas-phase concentration is constant or alternatively the gas-phase partial
pressure is constant. This assumption is fulfilled when a sufficiently fast partial
pressure regulation is present.

The approximate model is very useful to create stability maps from which design rules
for stable operation can be obtained. Using the more accurate rigorous model as a final
check-up for the chosen set of operating conditions is however recommended.
Illustrative examples (van Elk et al., 1999) showed that for fictitious gas-liquid reactors,
with simple first or second order kinetics, operating conditions can be created where
oscillations (limit cycles) are found. It was also shown that the approximate model is a
very useful tool for predicting the regions where instabilities take place and more
important to find design rules which ensure stable operation.
The current study presents the results of applying both the rigorous and the approximate
reactor model on a hydroformylation process with more complex kinetics. It is shown
that this reactor will show oscillatory behaviour under certain realistic operating
conditions. The current study thus shows that limit cycles can be expected to exist for
real industrial designs and not only for fictitious non-existing reactors and/or processes.

2. Theory

2.1 Introduction

Hydroformylation is a chemical process in which the addition of hydrogen and carbon
monoxide to an olefinic double bond takes place. The product is a mixture of normal-
and iso-aldehyde and alcohols. The hydroformylation reaction is catalysed
homogeneously by Group VIII metals (e.g. Ir, Co, Rh). The introduction of various
ligands to the catalyst (e.g. Co$_2$(CO)$_6$[P(n-C$_4$H$_9$)$_3$]$_2$) and the operating conditions (i.e.
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pressure, temperature and CO/H₂-ratio) can have a significant influence on the selectivity.

The problem considered is a gas-liquid hydroformylation reactor with mass transfer of hydrogen and carbon monoxide, followed by an irreversible reaction of complex kinetics:

\[ \text{H}_2(g) + \text{CO}(g) + \text{olefine}(l) \rightarrow \text{aldehyde}(l) \]  

(5.1)

The complex kinetics equation used in this study is:

\[ R = k_0 e^{-E_a/RT} \text{[olefin][catalyst]} \frac{[H_2]}{(1 + K_{H2}[H_2])} \frac{[CO]}{(1 + K_{CO}[CO]^2)} \]  

(5.2)

Thus, the reaction is assumed to be first order in the olefin and catalyst concentration, while the apparent reaction order in H₂ can vary between 0 and 1 and in CO between -1 and 1, depending on the hydrogen and carbon monoxide concentrations respectively.

Due to e.g. economical and technical reasons for the reactor design the following design constraints are assumed:

1. Total gas phase pressure about 10 bar.
3. Operating temperature of about 100 °C.
4. Catalyst concentration of 0.5 mol/m³.
5. Conversion of about 50%.
6. Mass transfer rate \( k_{la} \) between 0.025 and 0.2 1/s.
7. Cooling capacity \( UA \) and cooling temperature \( T_{\text{cool}} \) to be determined for stable operation.

The chosen kinetic data and operating conditions of the reactor are representative for a family of hydroformylation processes.

2.2 Rigorous model

The rigorous reactor model as described by van Elk et al. (1999 and 2000) considers all species on micro as well as on macro scale. However, over 99% of the calculation time is required for the micro scale model (i.e. the Higbie penetration model). To reduce the
required calculation time almost by a factor two it was decided to include only species H\(_2\), CO and olefin in the micro model used for the hydroformylation reactor model. The other species and parameters (i.e. temperature, aldehyde and catalyst) are considered on macro scale only. This simplification is allowed for this specific hydroformylation process provided that:

1. The influence of the temperature profile on micro scale is negligible due to a good heat transfer between the gas and the liquid phase.
2. The reaction is irreversible, so that the aldehyde concentration does not influence the reaction rate.
3. The catalyst concentration will be constant all over the reactor on micro as well as on macro scale.

The micro model for the phenomenon mass transfer accompanied by a chemical reaction is thus governed by the following equations:

\[
\frac{\partial [H_2]}{\partial t} = D_{H_2} \frac{\partial^2 [H_2]}{\partial x^2} - R \tag{5.3}
\]

\[
\frac{\partial [CO]}{\partial t} = D_{CO} \frac{\partial^2 [CO]}{\partial x^2} - R \tag{5.4}
\]

\[
\frac{\partial [olefin]}{\partial t} = D_{olefin} \frac{\partial^2 [olefin]}{\partial x^2} - R \tag{5.5}
\]

To permit a unique solution of the non-linear partial differential equations (5.3) to (5.5) one initial (5.6) and two boundary conditions (5.7) and (5.8) are required:

\[
t = 0 \text{ and } x \geq 0 : [i] = [i]_{l,\text{bulk}}, \text{ where } i = H_2, \text{ CO, olefin} \tag{5.6}
\]

\[
t > 0 \text{ and } x = \delta_p : [i] = [i]_{l,\text{bulk}}, \text{ where } i = H_2, \text{ CO, olefin} \tag{5.7}
\]
\[
J_{\text{H}_2} = -D_{\text{H}_2} \left( \frac{\partial [\text{H}_2]}{\partial x} \right)_{x=0} = k_g \left( [\text{H}_2]_{g,\text{bulk}} - \frac{[\text{H}_2]_{x=0}}{m_{\text{H}_2}} \right)
\]
\[
J_{\text{CO}} = -D_{\text{CO}} \left( \frac{\partial [\text{CO}]}{\partial x} \right)_{x=0} = k_g \left( [\text{CO}]_{g,\text{bulk}} - \frac{[\text{CO}]_{x=0}}{m_{\text{CO}}} \right)
\]
\[
\left( \frac{\partial [\text{olefin}]}{\partial x} \right)_{x=0} = 0
\]

The material and energy balances describing the system on macro scale are:

\[
\frac{d[H_2]_{g,\text{bulk}}}{dt} = \frac{[H_2]_{g,\text{in}} - [H_2]_{g,\text{bulk}}}{\tau_g} - \frac{J_{\text{H}_2} a}{\varepsilon_g}
\] (5.9)

\[
\frac{d[CO]_{g,\text{bulk}}}{dt} = \frac{[CO]_{g,\text{in}} - [CO]_{g,\text{bulk}}}{\tau_g} - \frac{J_{\text{CO}} a}{\varepsilon_g}
\] (5.10)

\[
\frac{dT_g}{dt} = \frac{T_{g,\text{in}} - T_g}{\tau_g} - \frac{h_{ov} a(T_g - T_l)}{\rho_g C_{p,g} \varepsilon_g}
\] (5.11)

\[
\frac{d[H_2]_{l,\text{bulk}}}{dt} = \frac{[H_2]_{l,\text{in}} - [H_2]_{l,\text{bulk}}}{\tau_l} + \frac{J_{\text{H}_2} a}{\varepsilon_l} - R_{\text{bulk}}
\] (5.12)

\[
\frac{d[CO]_{l,\text{bulk}}}{dt} = \frac{[CO]_{l,\text{in}} - [CO]_{l,\text{bulk}}}{\tau_l} + \frac{J_{\text{CO}} a}{\varepsilon_l} - R_{\text{bulk}}
\] (5.13)

\[
\frac{d[\text{olefin}]_{l,\text{bulk}}}{dt} = \frac{[\text{olefin}]_{l,\text{in}} - [\text{olefin}]_{l,\text{bulk}}}{\tau_l} - R_{\text{bulk}}
\] (5.14)

\[
\frac{d[\text{aldehyde}]_{l,\text{bulk}}}{dt} = \frac{[\text{aldehyde}]_{l,\text{in}} - [\text{aldehyde}]_{l,\text{bulk}}}{\tau_l} + R_{\text{bulk}}
\] (5.15)

\[
\frac{d[\text{catalyst}]_{l,\text{bulk}}}{dt} = \frac{[\text{catalyst}]_{l,\text{in}} - [\text{catalyst}]_{l,\text{bulk}}}{\tau_l}
\] (5.16)

\[
\frac{dT_l}{dt} = \frac{T_{l,\text{in}} - T_l}{\tau_l} + \frac{h_{ov} a(T_g - T_l)}{\rho_l C_{p,l} \varepsilon_l} - \frac{UA(T_l - T_{\text{cool}})}{\rho_l C_{p,l} \varepsilon_l} V_R + R \left( \frac{-\Delta H_R}{\rho_l C_{p,l}} \right)
\] (5.17)
The overall rigorous mathematical model combines the micro and macro model equations (5.3) to (5.17) by simultaneously solving the micro and macro model. The macro model is coupled to the micro model by the boundary conditions. The exact numerical implementation is described and validated in Chapter 3 of this thesis (van Elk et al., 2000).

2.3 Bifurcation analysis

Bifurcation analysis is an efficient technique that allows analysis of the static and dynamic stability of processes without having to solve completely the dynamic equations describing the system. Various authors (e.g. Huang and Varma (1981a), Vleeschhouwer et al. (1992), Heiszwolf and Fortuin (1997), Van Elk et al. (1999) discuss the theory of bifurcation analysis applied on ideally stirred tank reactors.

A system is considered point-stable if, after a sufficiently small perturbation from the steady state, the system returns to its initial state (i.e. asymptotic damping or spiral point, see Fig. 5.1). If the slope condition is violated the system shows static instability (extinction or ignition to a static stable point, see Fig. 5.1). If the dynamic condition is violated the system shows dynamic instability (limit cycle, see Fig. 5.1).

If a stability map (like Fig. 5.3) is made with S-shaped curves of the loci of points representing the steady states of the system as a function of a certain parameter (for example the coolant temperature), two additional curves can be drawn to divide the figure in three distinct regions, each with a characteristic dynamic behaviour. The two curves are the fold bifurcation curve and the Hopf bifurcation curve. The three distinct regions are: I. region with point-stable steady states; II. region with dynamic instability (also called orbitally stable region or limit cycle region); III. region with static instability. Region I can be further divided in two separate regions by the double Eigenvalue curve (DEV). Region Ia shows asymptotic damping and region Ib spiral point behaviour. The dynamic behaviour of the system in each of the four regions is schematically shown in Fig. 5.1.
Figure 5.1: Schematic presentation of various kinds of dynamic behaviour of a system after a step disturbance. The dotted horizontal line indicates the desired steady state.

Application of the bifurcation analysis requires simplification of the rigorous reactor model to an approximate reactor model consisting of a system of ordinary differential and algebraic equations.

2.4 Approximate model (4 ODE’s)

The rigorous reactor model is too complicated for a bifurcation analysis. Therefore, the rigorous reactor model must be simplified to an approximate model with only ordinary differential and algebraic equations. The simplest system of ODEs in agreement with the assumptions given in section 1 is (assuming that the liquid feed is free of H₂ and CO):
Chapter 5

\[
\frac{d[H_2]_{l,\text{bulk}}}{dt} = -\frac{[H_2]_{l,\text{bulk}}}{\tau_l} + \frac{k_i E_{a,H2} a}{\epsilon_l} \left( m_{H2}[H_2]_g - [H_2]_{l,\text{bulk}} \right) - R_{\text{bulk}} \tag{5.18}
\]

\[
\frac{d[CO]_{l,\text{bulk}}}{dt} = -\frac{[CO]_{l,\text{bulk}}}{\tau_l} + \frac{k_i E_{a,CO} a}{\epsilon_l} \left( m_{CO}[CO]_g - [CO]_{l,\text{bulk}} \right) - R_{\text{bulk}} \tag{5.19}
\]

\[
\frac{d[\text{olefin}]_{l,\text{bulk}}}{dt} = \frac{[\text{olefin}]_{l,\text{in}} - [\text{olefin}]_{l,\text{bulk}}}{\tau_l} - R_{\text{bulk}} \tag{5.20}
\]

\[
\frac{dT_l}{dt} = \frac{T_{l,\text{in}} - T_l}{\tau_l} - \frac{UA(T_l - T_{\text{cool}})}{\rho_l C_{P,l} \epsilon_l V_R} + \frac{R \left( -\Delta H_R \right)}{\rho_l C_{P,l}} \tag{5.21}
\]

The model requires an algebraic expression (AE) for the enhancement factors to replace the micro model. The fact that the micro and macro balances are no longer solved simultaneously makes the model an approximate model. Van Swaaij and Versteeg (1992) concluded in their review that no generally valid approximate expressions are available to cover all gas-liquid processes accompanied with complex reactions. Only for some asymptotic situations these expressions are available. For the present study it was found by the results of the rigorous model that for the conditions of interest the process is almost completely controlled by the reaction kinetics. In that case the enhancement factors are approximately equal to unity:

\[
E_{a,H2} = E_{a,CO} = 1.0 \tag{5.22}
\]

For hydroformylation or other processes (partly) controlled by mass transfer an approximate expression of the enhancement factor as a function of the liquid-phase concentrations and temperature is required.

Creating a stability map of the system described by equation (5.18) to (5.22) by the analytical perturbation analysis is not possible. However, bifurcation software packages like LOCBIF or AUTO can create a stability map for the system using a numerical bifurcation technique. Implementation of equation (5.18) to (5.22) in bifurcation software (LOCBIF) results in an easy to use prediction method. This method is very powerful for attaining design rules for stable operation of the hydroformylation reactor.
LOCBIF is a software package that has the numerical routines to explore the existence and stability of equilibria in dynamical models.

### 2.5 Saturation and utilisation

Two additional dimensionless parameters will be used: the degree of saturation and the degree of utilisation of the liquid bulk. The degree of saturation of the liquid bulk is the ratio of the liquid phase concentration to the liquid phase concentration when the liquid phase is saturated:

\[
\eta_a \equiv \frac{[A]_{l,\text{bulk}}}{[A]_{l,\text{sat}}} = \frac{[A]_{l,\text{bulk}}}{m_a[A]_{g}}
\] (5.23)

For increasing reaction rate or decreasing mass transfer rate the degree of saturation will approach to a certain minimum (often zero) and for decreasing reaction rate or increasing mass transfer rate the degree of saturation will approach to a certain maximum.

The degree of utilisation of the liquid phase is the ratio of the actual conversion rate of a gas phase component \((A)\) to the conversion rate of \(A\) that would occur if the entire reaction phase were in equilibrium with the interface:

\[
\eta = \frac{\frac{1}{\theta} \int_0^\theta \xi_a \, dt}{\int_0^\theta R_{a,\text{sat}} \, dt \epsilon_i V_R}
\] (5.24)

For increasing reaction rate or decreasing mass transfer rate the degree of utilisation will approach to a certain minimum (often zero) and for decreasing reaction rate or increasing mass transfer rate the degree of utilisation will approach to a certain maximum.
3. Results

3.1 Introduction

The rigorous model (section 2.2) and the approximate model (section 2.4) are applied on the hydroformylation process described in section 2.1. The system parameters are given in Table 5.1 (kinetic and physical data) and 5.2 (fixed operating conditions). The process has three adjustable parameters \(k_{l,a}, UA, T_{cool}\) and because the reactor temperature is fixed at 100 °C (see section 2.1) there are two degrees of freedom \(k_{l,a}\) and either \(UA\) or \(T_{cool}\). Table 5.3 defines a base case \(k_{l,a}, UA, T_{cool}\) and the corresponding desired steady state, which exists but is not necessarily stable.

<table>
<thead>
<tr>
<th>Table 5.1: System definition (reaction and physical parameters).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absorption with reaction</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Reaction rate</td>
</tr>
<tr>
<td>(k_{R0})</td>
</tr>
<tr>
<td>(E_{act})</td>
</tr>
<tr>
<td>(R)</td>
</tr>
<tr>
<td>(K_{CO})</td>
</tr>
<tr>
<td>(K_{H2})</td>
</tr>
<tr>
<td>(\Delta H_R)</td>
</tr>
<tr>
<td>(m_{H2})</td>
</tr>
<tr>
<td>(m_{CO})</td>
</tr>
<tr>
<td>(\rho_l)</td>
</tr>
<tr>
<td>(C_{P,1})</td>
</tr>
</tbody>
</table>

The objective of this study is to investigate the dynamic behaviour and the stability of the hydroformylation reactor and the influence of the cooler \(UA, T_{cool}\) and the mass transfer \(k_{l,a}\) on this. This is achieved by investigation of the steady state conditions, by creating stability maps using the bifurcation analysis described in section 2.3 and by simulating the process in time for various conditions.
### Table 5.2: System definition (fixed operating conditions).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_g$</td>
<td>100 m s$^{-1}$ (no gas resistance)</td>
</tr>
<tr>
<td>$\varepsilon_l$</td>
<td>0.15</td>
</tr>
<tr>
<td>$V_R$</td>
<td>1.0 m$^3$</td>
</tr>
<tr>
<td>$P_{H_2}$</td>
<td>5 bar</td>
</tr>
<tr>
<td>$P_{CO}$</td>
<td>5 bar</td>
</tr>
<tr>
<td>$\Phi_{l,in/out}$</td>
<td>1.0·10$^{-4}$ m$^3$ s$^{-1}$</td>
</tr>
<tr>
<td>$[cat]$</td>
<td>0.5 mol m$^{-3}$</td>
</tr>
<tr>
<td>$[olefin]_{l,in}$</td>
<td>6000 mol m$^{-3}$</td>
</tr>
<tr>
<td>$[H_2]_{l,in}$</td>
<td>0.0 mol m$^{-3}$</td>
</tr>
<tr>
<td>$[CO]_{l,in}$</td>
<td>0.0 mol m$^{-3}$</td>
</tr>
<tr>
<td>$T_{l,in}$</td>
<td>373.15 K (100 °C)</td>
</tr>
</tbody>
</table>

### Table 5.3: Base case settings and desired steady state.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_\alpha$</td>
<td>0.1 s$^{-1}$</td>
</tr>
<tr>
<td>$UA$</td>
<td>1000 W K$^{-1}$</td>
</tr>
<tr>
<td>$T_{cool}$</td>
<td>342.0</td>
</tr>
<tr>
<td>$T_l$</td>
<td>373.15 K (100 °C)</td>
</tr>
<tr>
<td>$[olefin]_l$</td>
<td>2867 mol m$^{-3}$</td>
</tr>
<tr>
<td>$[H_2]_l$</td>
<td>9.1 mol m$^{-3}$</td>
</tr>
<tr>
<td>$[CO]_l$</td>
<td>24.8 mol m$^{-3}$</td>
</tr>
<tr>
<td>$[aldehyde]_l$</td>
<td>3133 mol m$^{-3}$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>0.52</td>
</tr>
<tr>
<td>$\eta$</td>
<td>1.07</td>
</tr>
<tr>
<td>$\eta_{H_2}$</td>
<td>0.76</td>
</tr>
<tr>
<td>$\eta_{CO}$</td>
<td>0.88</td>
</tr>
</tbody>
</table>

### 3.2 Steady state utilization, saturation and conversion

The cooling parameters ($UA$ and $T_{cool}$) can influence the stability of the steady state(s). However, since the reaction temperature is fixed at 100 °C, $UA$ or $T_{cool}$ do not influence the existence and component concentrations of the steady state(s). As a consequence, the steady state conditions are a function of the mass transfer ($k_\alpha$) only.

Figure 5.2 (Table 5.4) shows the saturation, utilization and conversion as a function of $k_\alpha$. It can be seen that the liquid phase is not saturated for $k_\alpha$ values below about 1 1/s. Despite this, the conversion stabilises at a maximum of about 51% for $k_\alpha$=0.035 1/s and above. This is quite unusual for gas-liquid reactors, because within the kinetics controlled regime, the maximum conversion is usually obtained when the liquid phase is saturated. This unusual phenomenon is caused by the negative reaction order of CO. Apparently, the increasing $H_2$ and CO concentrations cancel each other out and the overall reaction rate (Equation (5.2)) remains unchanged.
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Figure 5.2: Utilization (Equation (5.24)), saturation (Equation (5.23)) and conversion for the conditions given in Table 5.1 to 5.3 versus the mass transfer coefficient $k_{l}a$.

Kinetics controlled regime.

Table 5.4: Data of Fig. 5.2.

\[(E_{a,H_2}=1.0 \text{ and } E_{a,CO}=1.0 \text{ for all conditions}).\]

<table>
<thead>
<tr>
<th>$k_{l}a$ (1/s)</th>
<th>$\eta_{H_2}$</th>
<th>$\eta_{CO}$</th>
<th>$\eta$</th>
<th>$\zeta$</th>
<th>Stability map</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.05</td>
<td>0.54</td>
<td>0.44</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>0.025</td>
<td>0.16</td>
<td>0.60</td>
<td>0.91</td>
<td>0.44</td>
<td>Fig. 5.3a</td>
</tr>
<tr>
<td>0.035</td>
<td>0.27</td>
<td>0.65</td>
<td>1.07</td>
<td>0.52</td>
<td>Fig. 5.3b</td>
</tr>
<tr>
<td>0.05</td>
<td>0.46</td>
<td>0.74</td>
<td>1.13</td>
<td>0.52</td>
<td>Fig. 5.3c</td>
</tr>
<tr>
<td>0.1</td>
<td>0.76</td>
<td>0.88</td>
<td>1.07</td>
<td>0.52</td>
<td>Fig. 5.3c</td>
</tr>
<tr>
<td>0.2</td>
<td>0.89</td>
<td>0.95</td>
<td>1.03</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.95</td>
<td>0.98</td>
<td>1.01</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.50</td>
<td></td>
</tr>
</tbody>
</table>

From the calculations, performed using the rigorous model, it was clear that for all conditions, the enhancement factor of both $H_2$ and $CO$ is equal to 1.0. Therefore, the assumption made by using equation (5.22) in the approximate model is allowed.
### 3.3 Bifurcation analysis (approximate model)

In the previous section it was shown that from a conversion standpoint of view, the hydroformylation reactor performs the same for any value of $k_{la}$ above 0.035 1/s. The performed calculations did however not consider the static and dynamic stability of the reactor. To obtain insight in the dynamics, stability maps are created using the bifurcation analysis and the approximate reactor model.

From the stability maps (Figure 5.3), it can be seen that the unstable regions (region II and III) become larger with increasing $k_{la}$. Also, the required minimum cooling capacity $UA$ for stability at an operating temperature of 100 °C increases with increasing mass transfer ($k_{la}$). In other words, mass transfer limitations reduce the instability without necessarily affecting the conversion. The data from some specific points in the stability maps is shown in Table 5.5.

**Table 5.5:** Summary of specific points from the stability maps in Fig. 5.3.

<table>
<thead>
<tr>
<th>$k_{la}$ (1/s)</th>
<th>$UA$ (W/K)</th>
<th>$T_{cool}$ (K)</th>
<th>$T_l$ (K)</th>
<th>$\zeta$</th>
<th>Dynamics</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>1000</td>
<td>&gt; 342.0</td>
<td>373.2</td>
<td>0.44</td>
<td>Asymptotic damping</td>
<td>3a</td>
</tr>
<tr>
<td>0.035</td>
<td>1000</td>
<td>342.0</td>
<td>373.2</td>
<td>0.52</td>
<td>Spiral point</td>
<td>3b, 6</td>
</tr>
<tr>
<td>0.05</td>
<td>1000</td>
<td>342.0</td>
<td>373.2</td>
<td>0.52</td>
<td>Limit cycle</td>
<td>3c</td>
</tr>
<tr>
<td>0.1</td>
<td>1000</td>
<td>342.0</td>
<td>373.2</td>
<td>0.52</td>
<td>Limit cycle</td>
<td>3d, 4b, 5</td>
</tr>
<tr>
<td>0.1</td>
<td>500</td>
<td>310.7</td>
<td>373.2</td>
<td>0.52</td>
<td>Static unstable</td>
<td>3d, 4a</td>
</tr>
<tr>
<td>0.1</td>
<td>1000</td>
<td>342.0</td>
<td>373.2</td>
<td>0.52</td>
<td>Limit cycle</td>
<td>3d, 4b, 5</td>
</tr>
<tr>
<td>0.1</td>
<td>2000</td>
<td>357.6</td>
<td>373.2</td>
<td>0.52</td>
<td>Spiral point</td>
<td>3d, 4c</td>
</tr>
<tr>
<td>0.1</td>
<td>4000</td>
<td>365.5</td>
<td>373.2</td>
<td>0.52</td>
<td>Asymptotic damping</td>
<td>3d, 4d</td>
</tr>
</tbody>
</table>

If, for example, a reactor with an $UA$ of 1000 W/K is chosen, the design is in region Ia (stable) for $k_{la}$=0.025 1/s (Figure 5.3a), in region Ib (stable) for $k_{la}$=0.035 1/s (Figure 5.3b) and in region II (dynamic unstable) for $k_{la}$>0.05 1/s (Figure 5.3c and 5.3d). The design with the lowest mass transfer (0.025 1/s) has the largest stability but a lower conversion (44% versus 52%). Therefore, the reactor with $k_{la}$=0.035 1/s is the best choice in this case: it is stable and has a high conversion (52%).
Figure 5.3: Stability maps. The black arrow points to the desired steady state where $UA=1000$ W/K and $T=100$ °C. Conversions can be taken from Figure 5.2.

5.3a (upper left): $k_\alpha=0.025$ 1/s. Arrow is in region Ia (point stable), conversion 44%.
5.3b (upper right): $k_\alpha=0.035$ 1/s. Arrow is in region Ib (spiral point), conversion 52%.
5.3c (lower left): $k_\alpha=0.05$ 1/s. Arrow is in region II (limit cycle), conversion 52%.
5.3d (lower right): $k_\alpha=0.1$ 1/s. Arrow is in region II (limit cycle), conversion 52%.

3.4 Dynamic system behaviour

From the stability analysis it was predicted that different types of dynamic system behaviour could be expected for the hydroformylation reactor, depending on the mass transfer and the cooling coefficient (see Figure 5.3 and Table 5.5). This has been
analysed more detailed by solving both the rigorous and the approximate reactor model in time for some specific conditions. All cases were chosen so that the same steady state (conversion 52% and temperature 100 °C) exists, but it is not necessarily stable.

Figure 5.4 shows the reactor temperature in time for \( k_a=0.1 \) l/s and four different values of \( UA \), ranging from 500 to 4000 W/K. The results correspond with the predictions shown in the stability map of Figure 5.3d. The differences between the results found by the rigorous model and the approximate model are small. The small differences are caused by the fact that with the increasing temperature the assumption \( E_a=1 \), made in the approximate model, is no longer valid.

**Figure 5.4:** Dynamic system behaviour at \( k_a=0.1 \) l/s and a steady state at 100 °C for various values of the cooling coefficient \( UA \) after a step disturbance of 10 °C. At \( UA=500 \) W/K, the system is in region III (transition), at \( UA=1000 \) W/K, the system is in region II (limit cycle), at \( UA=2000 \) W/K, the system is in region Ib (spiral point) and at \( UA=4000 \) W/K, the system is in region Ia (asymptotic damping). See also stability map of Figure 5.3d and the schematic presentation of Figure 5.1.
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The specific case with \( k_{\alpha} = 0.1 \) 1/s and \( UA = 1000 \) W/K is analysed more detailed in Figure 5.5. The limit cycles of the liquid phase olefin, \( \text{H}_2 \) and \( \text{CO} \) concentrations versus the temperature are plotted. From this figure it is very clear that the system never reaches the steady state, which is also indicated in the figure. The system is dynamically unstable for \( k_{\alpha} = 0.1 \) 1/s.

![Figure 5.5: Limit cycle for \( k_{\alpha} = 0.1 \) 1/s and \( UA = 1000 \) W/K and a steady state at 100 °C. The various liquid phase concentrations are plotted versus the reactor temperature. Steady state conversion 52%, see also Figure 5.2.](image-url)
However, if $k_l a$ is decreased to 0.035 1/s, the limit cycle vanishes and the system becomes stable. The corresponding spiral point is shown in Figure 5.6. The conversion remains unchanged at 52%.

**Figure 5.6:** Spiral point for $k_l a=0.035$ 1/s and $UA=1000$ W/K and a steady state at 100 °C. The various liquid phase concentrations are plotted versus the reactor temperature. Steady state conversion 52%, see also Figure 5.2.
4. Conclusions

A rigorous and an approximate model are presented that can describe the dynamic behaviour of an ideally stirred hydroformylation reactor (two-phase CISTR). The rigorous model is valid over the entire range of conditions ranging from kinetics controlled pre-mixed feed to mass transfer controlled infinitesimal fast reaction (see Westerterp et al., 1990). The approximate model is, due to equation (5.22), only valid in the kinetics controlled regime ($E_a=1$). The approximate model is however very useful for performing stability analysis.

With the rigorous model it was found that (see Figure 5.2), for the specific system considered, the conversion is almost independent of $k_\text{la}$ for $k_\text{la}$ larger than 0.035 1/s. Below a $k_\text{la}$ of 0.035 1/s, the conversion drops with decreasing $k_\text{la}$. This is common for gas-liquid reactors, once the system is saturated $k_\text{la}$ has no influence on the performance. The specific system considered in the current chapter is however not saturated at $k_\text{la}=0.035$ 1/s but at $k_\text{la}$ above about 1.0 1/s. This unusual phenomenon is caused by the negative reaction order of CO. Apparently, the increasing $\text{H}_2$ and CO concentrations cancel each other out, so that the overall reaction rate remains unchanged.

From the stability analysis, using the approximate reactor model, it is concluded that the specific system considered in this study could show dynamically unstable behaviour (limit cycle) for certain specific conditions. The system becomes more stable if the mass transfer ($k_\text{la}$) is decreased or the cooling coefficient ($UA$) is increased (see Figure 5.3).

Combining the two preceding conclusions, it can be said that for the considered system the optimal $k_\text{la}$ is about 0.035 1/s. Lower values of $k_\text{la}$ decreases the conversion and larger values make the system less stable. This unusual phenomenon is again caused by the negative reaction order of CO.
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Notation

\[ a \quad \text{specific contact area} \quad [m^2 \cdot m^{-3}] \]
\[ A \quad \text{heat transfer area} \quad [m^2] \]
\[ C_P \quad \text{heat capacity} \quad [J \cdot kg^{-1} \cdot K^{-1}] \]
\[ D_{\text{subscript}} \quad \text{diffusivity} \quad [m^2 \cdot s^{-1}] \]
\[ E_{\text{act}} \quad \text{activation energy} \quad [J \cdot mol^{-1}] \]
\[ E_{\alpha,\text{subscript}} \quad \text{enhancement factor} \quad [-] \]
\[ h \quad \text{heat transfer coefficient} \quad [W \cdot m^{-2} \cdot K^{-1}] \]
\[ h_{ov} \quad \text{overall heat transfer coefficient} \quad (\text{defined by } h_g h_l/(h_g + h_l)) \quad [W \cdot m^{-2} \cdot K^{-1}] \]
\[ -\Delta H_R \quad \text{heat of reaction based on } R \quad [J \cdot mol^{-1}] \]
\[ J_{\text{subscript}} \quad \text{molar flux} \quad [mol \cdot m^{-2} \cdot s^{-1}] \]
\[ k \quad \text{mass transfer coefficient} \quad [m \cdot s^{-1}] \]
\[ k_R \quad \text{reaction rate constant} \quad [m^{3(m+n-1)} \cdot mol^{-(m+n-1)} \cdot s^{-1}] \]
\[ m_{\text{subscript}} \quad \text{gas-liquid partition coefficient} \quad [-] \]
\[ R \quad \text{reaction rate} \quad [mol \cdot m^{-3} \cdot s^{-1}] \]
\[ R_{\text{gas}} \quad \text{ideal gas constant} \quad [J \cdot mol^{-1} \cdot K^{-1}] \]
\[ t \quad \text{simulation time variable} \quad [s] \]
\[ T \quad \text{temperature} \quad [K] \]
\[ U \quad \text{heat transfer coefficient} \quad [W \cdot m^{-2} \cdot K^{-1}] \]
\[ V_R \quad \text{reactor volume} \quad [m^3] \]
\[ [] \quad \text{concentration} \quad [mol \cdot m^{-3}] \]
\[ [\text{subscript}] \quad \text{concentration} \quad [mol \cdot m^{-3}] \]

Greek letters

\[ \varepsilon \quad \text{hold-up} \quad [-] \]
\[ \theta \quad \text{contact time according to penetration model} \quad (\text{defined by } 4D_a / \pi k_i^2) \quad [s] \]
\[ \rho \quad \text{density} \quad [kg \cdot m^{-3}] \]
\[ \tau \quad \text{residence time} \quad [s] \]
\[ \xi_{\text{subscript}} \quad \text{absolute conversion} \quad [mol] \]
\[ \zeta \quad \text{relative conversion} \quad [-] \]
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Subscripts

0  initial value
bulk  at bulk conditions
cool  cooling medium
g  gas phase
i  interface
in  at inlet conditions
l  liquid phase
ov  overall
ss  steady state value
T  temperature
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CHAPTER 6

The influence of staging on the stability of gas-liquid reactors
Abstract

Prediction of the dynamic behaviour and stability of gas-liquid reactors has obtained relatively limited attention in literature. The publications available are restricted to ideally mixed reactors. In the current work, a start is made with studying the influence of macro-mixing on the dynamical behaviour of gas-liquid reactors. This is achieved by applying the methodology developed by van Elk et al. (1999) on a cascade of two reactors in series and comparing this to a single reactor of the same total volume.

It is concluded that for the system investigated in this study, a cascade of two CISTRs in series provides a more stable reactor design than a single CISTR reactor. A cascade of two CISTRs results in a higher conversion and a lower minimum required cooling surface to guarantee both static and dynamic stability. It turned out that both the highest conversion and the lowest heat transfer area were obtained by putting two CISTRs of equal size in the cascade.
1. Introduction

Prediction of the dynamic behaviour of gas-liquid reactors has gained little interest in literature (Hoffman et al., 1975; Sharma et al., 1976; Huang and Varma, 1981a and 1981b; Singh et al., 1982; Vleeschhouwer et al., 1992; van Elk et al., 1999 and 2001). Only van Elk et al. (1999 and 2001) presented a methodology to predict the dynamic behaviour of ideally mixed gas-liquid reactors in all regimes from pre-mixed feed bulk reaction to fast film reaction.

All authors consider only reactors that are ideally mixed with respect to both gas and liquid phase respectively, while other types of macro mixing are not considered. Also the work from van Elk et al. (1999 and 2001) is restricted to a single ideally mixed gas-liquid reactor. In this study, a start is made to investigate the influence of macro-mixing on the dynamic behaviour of gas-liquid reactors by applying the methodology presented by van Elk et al. (1999 and 2001) on a cascade of two reactors in series and comparing the results with a single reactor.

2. Theory

2.1 Introduction

The problem considered is the same as discussed in Chapter 4 of this thesis, a dynamic gas-liquid reactor with mass transfer followed by an irreversible second order chemical reaction:

\[ A(g) + \gamma_B B(l) \rightarrow \gamma_C C(l) + \gamma_D D(l) \]  

(6.1)

with the following overall reaction rate equation:

\[ R_a = k_{R0,1}e^{-\frac{E_{act}}{RT}} [A][B] \]  

(6.2)

The mathematical model used is based on the same assumptions as in Chapter 4 of this thesis, the only difference being that different patterns of macro mixing for the liquid phase are considered by putting two reactors in series:
1. The mass transfer in the gas phase is described with the stagnant film model.
2. The mass transfer in the liquid phase is described with the penetration model.
3. The gas phase is assumed to be perfectly mixed (i.e. CISTR’s).
4. The liquid phase is assumed to be perfectly mixed (i.e. CISTR’s) in each of the two reactors in series.
5. The reaction takes place in the liquid phase only.
6. The liquid phase components (B, C and D) are non-volatile.

### 2.2 Approximate model and bifurcation analysis

In Chapter 4 of this thesis it was shown that using a bifurcation analysis applied on an approximate reactor model, the stability of the gas-liquid reactor can be predicted very well in correspondence with the rigorous reactor model presented in Chapter 3 of this thesis. Therefore, only the approximate reactor model and the bifurcation model are applied in the current chapter.

The cascade of two CISTRs in series is shown in Figure 6.1.

**Figure 6.1:** The two CISTRs in series model.

The cascade can be described by the following system of ODE’s:

\[
\frac{d[A]_{l,1}}{dt} = \frac{-[A]_{l,1}}{\tau_{l,1}} + \frac{k_i E_{a,1} a}{\varepsilon_f} \left( m_a [A]_g - [A]_{l,1} \right) - R_{a,\text{bulk},1} \quad (6.3)
\]

\[
\frac{d[B]_{l,1}}{dt} = \frac{[B]_{l,0} - [B]_{l,1}}{\tau_{l,1}} - \gamma_b R_{a,\text{bulk},1} \quad (6.4)
\]
\[ \frac{dT_{l,1}}{dt} = \frac{T_{l,0} - T_{l,1}}{\tau_{l,1}} - \frac{UA_{l,1}(T_{l,1} - T_{\text{cool},1})}{\rho_i C_{P,i} \varepsilon_i} + R_1 \frac{(-\Delta H_R)}{\rho_i C_{P,i}} \]  
(6.5)

\[ \frac{d[A]_{l,2}}{dt} = \frac{[A]_{l,1} - [A]_{l,2}}{\tau_{l,2}} + \frac{k_1 E_{a,2a}}{\varepsilon_i} \left( m_a [A]^g - [A]_{l,2} \right) - R_{a,\text{bulk},2} \]  
(6.6)

\[ \frac{d[B]_{l,2}}{dt} = \frac{[B]_{l,1} - [B]_{l,2}}{\tau_{l,2}} - \gamma_b R_{a,\text{bulk},2} \]  
(6.7)

\[ \frac{dT_{l,2}}{dt} = \frac{T_{l,1} - T_{l,2}}{\tau_{l,2}} - \frac{UA_{l,2}(T_{l,2} - T_{\text{cool},2})}{\rho_i C_{P,i} \varepsilon_i} + R_2 \frac{(-\Delta H_R)}{\rho_i C_{P,i}} \]  
(6.8)

Gas phase balances are not included in this study, because a constant gas phase concentration of species A is assumed, just like in Chapter 4 of this thesis. The bifurcation analysis requires an algebraic expression (AE) for the enhancement factor to replace the micro model. The following approximate relation can be used for estimating the enhancement factor of an irreversible reaction that follows first order kinetics with respect to A and B (van Swaaij and Versteeg (1992)):

\[ E_a = \frac{E_{a,PS}^2}{2(E_{a,\infty} - 1)} \left[ \frac{1}{\left( \frac{E_{a,\infty} - 1}{E_{a,PS}^2} \right)^{0.5}} - 1 \right] \]  
(6.9)

where:

\[ E_{a,\infty} = \sqrt{\frac{D_a}{D_b}} + \sqrt{\frac{D_b}{D_a}} \frac{[B]_{l,\text{bulk}}}{\gamma_b [A]^l} \]

\[ E_{a,PS} = Ha \left[ \left( 1 + \frac{\pi}{8Ha^2} \right) \text{erf} \left( \sqrt{\frac{4Ha^2}{\pi}} \right) + \frac{1}{2Ha} \exp \left( \frac{4Ha^2}{\pi} \right) \right] \]  
(6.10)

\[ Ha = \frac{\sqrt{k_R [B]_{l,\text{bulk}} D_a}}{k_i} \]
The system described by Equations (6.2) to (6.10) has been implemented in the LOCBIIF bifurcation package also used in Chapter 4 and 5 of this thesis. The algebraic expression for the enhancement factor (Equation 6.9 and 6.10) is implemented for both reactors in the cascade.

3. Results

3.1 Introduction

The system studied is the same fictitious system as used for the calculations in Chapter 4 of this thesis. The only difference with the system used in Chapter 4 (case 1 and 2) is that the inlet temperature is taken equal to the desired reactor temperature (Table 6.1).

Table 6.1: Fixed parameters used for all simulations.

<table>
<thead>
<tr>
<th>Case</th>
<th>$A(g)\rightarrow A(l)$, $A(l)+B(l)\rightarrow P(l)/ R_0=k_{R,1,1}[A][B]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{R0,1,1}$</td>
<td>500000</td>
</tr>
<tr>
<td>$E_{act}$</td>
<td>90000 J mol$^{-1}$</td>
</tr>
<tr>
<td>$R$</td>
<td>8.314 J mol$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$k_l$</td>
<td>3.5·10$^{-5}$ m s$^{-1}$</td>
</tr>
<tr>
<td>$k_g$</td>
<td>100 m s$^{-1}$ (no gas resistance)</td>
</tr>
<tr>
<td>$D_a$</td>
<td>10$^9$ m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$D_b$</td>
<td>10$^9$ m$^2$ s$^{-1}$</td>
</tr>
<tr>
<td>$m_a$</td>
<td>1.0</td>
</tr>
<tr>
<td>$V_{R,tot}$</td>
<td>10 m$^3$ (total of both reactors in cascade)</td>
</tr>
<tr>
<td>$\varepsilon_l$</td>
<td>0.5</td>
</tr>
<tr>
<td>$a$</td>
<td>1000 m$^2$ m$^{-3}$</td>
</tr>
<tr>
<td>$\Phi_l$</td>
<td>0.005 m$^3$ s$^{-1}$</td>
</tr>
<tr>
<td>$\rho_l$</td>
<td>800 kg m$^{-3}$</td>
</tr>
<tr>
<td>$C_{p,l}$</td>
<td>2000 J kg$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$U$</td>
<td>1000 W m$^{-2}$ K$^{-1}$</td>
</tr>
<tr>
<td>$\Delta H_R$</td>
<td>-160000 J mol$^{-1}$</td>
</tr>
<tr>
<td>$T_{1,0}$</td>
<td>468 K</td>
</tr>
<tr>
<td>$[A]_L$</td>
<td>100 mol m$^{-3}$</td>
</tr>
<tr>
<td>$[B]_{L,0}$</td>
<td>5000 mol m$^{-3}$</td>
</tr>
<tr>
<td>$T_{ss}$</td>
<td>468 K</td>
</tr>
</tbody>
</table>
A cascade of two CISTR reactors can consist of two reactors of equal size, or both reactors can be of different size respectively. To study the influence of these different configurations of the cascade, the stability and conversion of four unique configurations was studied (Table 6.2). Note that the total volume of the cascade is 10 m$^3$ for each configuration and the desired operating temperature is fixed at 468 K for all reactors. Configuration number 5 is not unique, but is actually the same as configuration 1.

Table 6.2: Five configurations of the cascade studied.

<table>
<thead>
<tr>
<th>Config.</th>
<th>$V_{R1}$ (m$^3$)</th>
<th>$V_{R2}$ (m$^3$)</th>
<th>$T_1$ (K)</th>
<th>$T_2$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.0</td>
<td>0</td>
<td>468</td>
<td>468</td>
</tr>
<tr>
<td>2</td>
<td>7.5</td>
<td>2.5</td>
<td>468</td>
<td>468</td>
</tr>
<tr>
<td>3</td>
<td>5.0</td>
<td>5.0</td>
<td>468</td>
<td>468</td>
</tr>
<tr>
<td>4</td>
<td>2.5</td>
<td>7.5</td>
<td>468</td>
<td>468</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>10.0</td>
<td>468</td>
<td>468</td>
</tr>
</tbody>
</table>

3.2 Single reactor (configuration 1 and 5)

A stability map was created by a bifurcation analysis of the reactor model. The stability map consists of S-shaped curves of the loci of points representing the steady states of the system as a function of the cooling temperature. Two additional curves divide the stability map in distinct regions, each with a characteristic dynamic behaviour. The two curves are the fold bifurcation curve and the Hopf bifurcation curve respectively. The three distinct regions are: I. region with point-stable steady states; II. region with dynamic instability (also called orbitally stable region or limit cycle region); III. region with static instability. It is desired to operate the reactor in point-stable region I.

From the stability map (Figure 6.2), the minimum required specific cooling surface to guarantee operation in region I can be obtained as the value of $A_s$ where the S-shaped curve is just touching the Hopf curve. For configuration 1 and 5 the exact value of $A_{s,\text{min}}$ equals 5.04 m$^{-1}$. Next, the S-shaped curve with $A_s=5.04$ can be tracked till the desired reactor temperature of 468 K. This point is indicated by the arrow in Figure 6.2. On the horizontal axis the corresponding cooling temperature is obtained (413 K). Solving the reactor model provides the conversion of species $B$, which is 69.6% in this configuration.
By comparing Figure 6.2 with Figure 4.5 in Chapter 4, it can be seen that both stability maps are similar. The small differences between both stability maps are caused by the modified liquid inlet temperature of 468 K versus 303 K. The design rule found in Chapter 4 \((UA=50418 \text{ W/K})\) agrees exactly with the value \(A_{s,\text{min}}=5.04 \text{ m}^{-1}\) in Figure 6.2.

**Figure 6.2:** Stability map of configuration 1 and 5. The steady state temperature is plotted as a function of the cooling temperature and the specific heat transfer area \(A_s\).

### 3.3 Two reactors in series (configuration 2, 3 and 4)

Stability maps were created for configurations 2, 3 and 4. Two stability maps were created for each configuration, one for the first and one for the second reactor. The results can be found in Figures 6.3 to 6.5. In some of the stability maps no Hopf curve exists, which means that the dynamically unstable region II does not exist for that reactor. Another interesting point is the fold curve of the first reactor of configuration 4. The somewhat different shape of the fold curve is caused by the fact that 5 steady states can exist for cooling temperatures \(T_c\) approximately 335 K and specific cooling areas of about \(3 \text{ m}^{-1}\).
Figure 6.3: Stability maps of configuration 2. Reactor 1 (left) and reactor 2 (right).

Figure 6.4: Stability maps of configuration 3. Reactor 1 (left) and reactor 2 (right).

Figure 6.5: Stability maps of configuration 4. Reactor 1 (left) and reactor 2 (right).
3.4 Results overview

From the stability maps, the minimum required cooling surface for stable operation (operation in region I) can be obtained and the corresponding cooling temperature. The results are summarised in Table 6.3. Also included in Table 6.2 is the conversion of species B for the different configurations of the cascade.

<table>
<thead>
<tr>
<th>Table 6.3: Main results of the stability analyses.</th>
</tr>
</thead>
<tbody>
<tr>
<td>conf</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

The results from Table 6.3 are also shown in Figure 6.6 to 6.9. Especially Figure 6.6 is important, because from this figure it can be seen that both the smallest required cooling surface and the highest conversion are obtained if both CISTR reactors in the cascade have the same size ($V_{R1}=V_{R2}=5.0$ m$^3$).

![Figure 6.6](image)

**Figure 6.6:** Conversion and minimum required total specific cooling surface.
Figure 6.7: Cooling temperature corresponding to minimum required cooling surface.

Figure 6.8: Conversion per reactor.
3.5 Discussion

From Table 6.3 and Figure 6.6 it can be seen that configuration 3 leads to the smallest requirements for the heat transfer area and also yields the highest conversion. The first and second reactor requires slightly different cooling temperatures (387 and 382 respectively), which may not be very practical. However, the cooling surfaces presented in Table 6.3 are minimum values and can be increased if desired. Slightly increasing the heat transfer area of the second reactor in the cascade from 14 to 15 m$^2$ will increase the required cooling temperature of that reactor to 387 K, so that both reactors can use the same cooling medium. The total required cooling surface would then become 38 m$^2$.

4. Conclusions

A start is made by investigating the influence of macro mixing on the dynamic stability of gas-liquid reactors. It is concluded that for the system investigated in this study, a cascade of two CISTRs in series provides a more stable reactor design than a single
CISTR reactor. A cascade of two CISTRs results in a higher conversion and a lower minimum required cooling surface to guarantee static and dynamic stability. Both the highest conversion and the lowest heat transfer area were obtained by putting two CISTRs of equal size in the cascade.

In case of the fictitious system studied in this chapter, a single CISTR reactor would require at least 50 m$^2$ of cooling surface and a cooling temperature of 413 K for stable operation and would lead to a conversion of 70%. A cascade of two CISTR reactors requires 38 m$^2$ of cooling surface and a cooling temperature of 387 K to obtain a conversion of 76%. Please note that in a plug flow reactor the conversion would amount almost 90%.
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Notation

- $a$: specific surface area [m$^2$ m$^{-3}$]
- $A$: component A [-]
- $A$: heat transfer area of cooler [m$^2$]
- $A_s$: specific heat transfer area defined as $A/V_R$ [m$^{-1}$]
- $B$: component B [-]
- $C$: component C [-]
- $C_P$: heat capacity [J kg$^{-1}$ K$^{-1}$]
- $D$: component D [-]
- $D_{\text{subscript}}$: diffusivity [m$^2$ s$^{-1}$]
- $E_{\text{act}}$: activation energy [J mol$^{-1}$]
- $E_{\text{subscript}}$: enhancement factor [-]
- $-\Delta H_R$: heat of reaction based on $R$ [J mol$^{-1}$]
- $Ha$: Hatta number defined as $(k_R [B]D_0)^{0.5}/k_1$ [-]
- $J$: mass transfer flux [mol m$^{-2}$ s$^{-1}$]
\( k_g \)  
gas phase mass transfer coefficient [m s\(^{-1}\)]

\( k_l \)  
liquid phase mass transfer coefficient [m s\(^{-1}\)]

\( k_{R,m,n} \)  
reaction rate constant [m\(^{3(m+n-1)}\) mol\(^{(m+n-1)}\) s\(^{-1}\)]

\( m \)  
reaction order [-]

\( m_{\text{subscript}} \)  
gas-liquid partition coefficient [-]

\( n \)  
reaction order [-]

\( R_{\text{subscript}} \)  
reaction rate [mol m\(^{-3}\) s\(^{-1}\)]

\( R_{\text{gas}} \)  
ideal gas constant [J mol\(^{-1}\) K\(^{-1}\)]

\( t \)  
simulation time variable [s]

\( T \)  
temperature [K]

\( U \)  
heat transfer coefficient [W m\(^{-2}\) K\(^{-1}\)]

\( V_R \)  
reactor volume [m\(^3\)]

[ ]  
concentration [mol m\(^{-3}\)]

[ ]\(_{\text{subscript}}\)  
concentration [mol m\(^{-3}\)]

\( \varepsilon_g \)  
gas phase hold-up [-]

\( \varepsilon_l \)  
liquid phase hold-up [-]

\( \Phi_l \)  
liquid volume flow [m\(^3\) s\(^{-1}\)]

\( \gamma_{\text{subscript}} \)  
stoichiometry number [-]

\( \rho \)  
density [kg m\(^{-3}\)]

\( \tau_l \)  
liquid phase residence time defined as \( V_R (\varepsilon_l \Phi_l) \) [s]

\( \xi \)  
relative conversion of species B [%]

**Greek letters**

\( \varepsilon_g \)  
gas phase hold-up [-]

\( \varepsilon_l \)  
liquid phase hold-up [-]

\( \Phi_l \)  
liquid volume flow [m\(^3\) s\(^{-1}\)]

\( \gamma_{\text{subscript}} \)  
stoichiometry number [-]

\( \rho \)  
density [kg m\(^{-3}\)]

\( \tau_l \)  
liquid phase residence time defined as \( V_R (\varepsilon_l \Phi_l) \) [s]

\( \xi \)  
relative conversion of species B [%]

**Subscripts**

0  
inlet

1  
reactor 1

2  
reactor 2

\( a \)  
component A

\( \text{avg} \)  
average

\( b \)  
component B

\( \text{bulk} \)  
at (liquid) bulk conditions

\( \text{cool} \)  
cooling medium

\( g \)  
gas phase
Chapter 6

\( l \) liquid phase

\( \text{min} \) minimum

\( \text{ss} \) steady state value

\( T \) temperature
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Dankwoord

Bij wetenschappelijke publicaties is het niet ongebruikelijk dat er drie, vier of zelfs vijf auteurs worden vermeld. Op de omslag van een proefschrift wordt echter slechts één naam vermeld, terwijl juist een proefschrift een stukje werk is dat slechts tot stand kan komen dankzij de inspanning van velen. In dit deel van het proefschrift, ongetwijfeld het meest gelezen deel, wil ik hen bedanken.

Als eerste wil ik mijn promotor, Geert Versteeg, bedanken voor het gestelde vertrouwen en het bieden van de gelegenheid een promotieonderzoek uit te voeren. Minstens zo belangrijk is de bijdrage van Hans Kuipers geweest, waarvoor eveneens mijn dank. Zonder de relevante discussies met Geert over stofoverdracht en vloeistofpakketjes en met Hans over partiële differentiaalvergelijkingen met differentiërende randvoorwaarden was dit proefschrift nooit tot stand gekomen.

Mijn promotieonderzoek was onmogelijk geweest zonder de steun van DSM Research te Geleen. In het bijzonder de prettige contacten met Peter Borman waren zeer constructief en stimulerend. Ik wil Peter dan ook bedanken voor het gestelde vertrouwen en voor zijn inbreng in dit proefschrift. Daarnaast ben ik erg blij dat Peter in de promotiecommissie plaats heeft willen nemen als referent. Tevens bedank ik Bart Smits, die in een later stadium feilloos een aantal van de taken van Peter heeft overgenomen. Bart, die bovendien onverstoorbaar de wat ondankbare taak uitvoerde om goedkeuring te regelen voor publicatie van een artikel waarvan hij zelf geen coauteur was.

Ook de steun van Shell Global Solutions International te Amsterdam heeft bijgedragen aan het tot stand komen van een deel van dit proefschrift. In dit verband noem ik in het bijzonder Mariët de Knaap, die wellicht een veel grotere inbreng heeft gehad bij één van de publicaties dan zij zich bewust is. Mariëtte, tevens bedankt voor je enthousiasme en morele steun.

In de vorm van afstudeeropdrachten, stageplaatsen en jaaropdrachten werd een belangrijke bijdrage geleverd door Jelle Ernst Oude Lenferink, Apirome Kuntha en Onno Kramer. Aan Jelle Ernst heb ik een uitstekende basis voor een van de hoofdstukken uit dit proefschrift te danken in de vorm van een knap stukje
programmeerwerk en een publicatie. Apirome (or should I call you Andrew) kwam helemaal uit Thailand ingevlogen en wist niet alleen te verrassen met heerlijke lekkernijen en cadeautjes, maar heeft ook een uitstekend stuk werk neergezet. Onno tenslotte leverde behalve nog meer vragen ook een hoop antwoorden met betrekking tot regeltechnische aspecten. Ook Vivek Renade, tijdens zijn verblijf aan de universiteit Twente eveneens actief op het gebied van limit cycles, en zijn afstudeerder Diederick Lutters wil ik bedanken voor hun inbreng.
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