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Summary

The numerical simulation of forming processes can be performed using the updated Lagrangian method. However, in general in the case of large deformations distortion of the mesh occurs. As a result the calculation becomes inaccurate or it may even crash. Hence a complete remeshing for an element mesh with a new mesh topology is necessary. The Arbitrary Lagrangian–Eulerian (ALE) method can be used to reduce mesh distortion in order to prevent complete remeshings. In this thesis we investigate the applicability of the ALE method and try to improve several of its aspects.

The uncoupled ALE method consists of three consecutive steps: an updated Lagrangian step, a meshing step and a remap of the state variables. In the updated Lagrangian step we employ a finite element discretisation. In the meshing step of the ALE method the position of a new element mesh with the same mesh topology is determined. We use two types of meshing methods, i.e. the transfinite mapping method and methods based on solving the Laplace equation. Due to this meshing step a remap of state variables is necessary, which is described by the convection equation. Several methods are discussed for the discretisation of the convection equation in the context of the ALE method.

To examine the ALE method two academic test cases and simulations of forming processes were performed. In these simulations one can see that the ALE method is usually more suitable than the updated Lagrangian method. In general the remap of state variables is carried out sufficiently accurately. It is concluded that the meshing step is crucial for the effectiveness of the ALE method. In a number of cases it is not possible to calculate the whole simulation with the same element mesh topology. The ALE method in combination with remeshings should be used where the ALE method tends to reduce the number of remeshings required.
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Chapter 1

Introduction

In this thesis the Arbitrary Lagrangian–Eulerian (ALE) method is investigated with the intention of making improvements. The ALE method can be useful in the simulation of forming processes. Numerical simulations of forming processes are applied to analyse or optimise processes such as extrusion, forging, and rolling. For example, in the extrusion process hot material is forced through a hole to form a product with the desired shape. In general, high demands are made on the product shape by the manufacturer. The final shape of the product depends on a large number of parameters, for instance the temperature of the material, the design of the die, etc. When problems occur, the extrusion process must be analysed and corrections made to the process. Simulations can be very useful in the analysis of the extrusion process. Another example is injection moulding of a polymer. Due to the process, residual stresses can be introduced into the product, which results in an undesirable shape. These problems must be solved and simulations can also here be very practical in understanding the phenomena that occur during the process. The problems can also be investigated in an experimental setup by changing the process parameters. However, these experiments are generally expensive and time consuming. A third example of a forming process is forging. Often a product is fabricated in a number of stages with a different tool being used at each stage. It is desirable to reduce the number of stages. Within a simulation of the various stages, the shape of the tools can be changed relatively easily. As a result, a forging process can be optimised with the help of simulation techniques. Optimisation of the process with experiments is less efficient as the fabrication of a new tool is much more expensive and time consuming. Hence, one can employ two methods: experiments and numerical simulations. In general, experiments are more time consuming and more expensive. Nowadays numerical simulations have become more popular because progress in computational capacity in recent years had enabled more extensive and
faster simulations. These simulations can give insight within a relatively short computer time. This enables parameter studies with numerical simulations that are cheaper than the trial-and-error methods of experiments although of course experiments are still required in order to provide input data (e.g. material properties) and for validation of the numerical results.

A numerical simulation of a forming process usually consists of three steps. The first step consists of describing the effects that occur during the process (for example the material behaviour and the frictional behaviour) in a mathematical model. One has to know the effects that occur in the process in order to construct a mathematical model that describes the real process accurately. The question might be for example “Is the friction behaviour well described by a viscous friction model or should the Coulomb friction model be used?”.

Another example is that one should know whether temperature and elastic effects are important for the description of the process. The second step is to solve the mathematical model with a numerical method on the computer which requires a good understanding of numerical mathematics. One should know the limitations of the numerical method.

The last step is the interpretation of the results. Here it is important to have a good understanding of both numerical mathematics and the mechanics of the process. For example effects that are due to the numerical algorithm should not be interpreted as physical effects of the process and vice versa.

In this thesis we focus on the second step i.e. the solution of a mathematical model using a numerical method.

### 1.1 Numerical simulation

Several methods can be used to solve a mathematical problem. Many of these methods are based on the finite element method: the domain is subdivided into a number of elements on which the solution is approximated with simple basic functions. With the finite element method problems with complex geometries can be handled which makes it a popular method. Forming processes are often characterised by path dependent material behaviour i.e. the history of the material has to be taken into account. For this reason the updated Lagrangian method is often applied in the simulation of forming processes. In this method the deformation path is approximated by increments in time. After each increment the reference situation is updated with the solution. In this way the history of the material is easily taken into account. This updated situation is used as an initial condition for the next increment. So the finite element mesh is connected with the material throughout the calculation. However the updated Lagrangian method can suffer from mesh distortion
and mesh entanglement because of large deformations in these calculations. A possible solution is to perform a remeshing each time the mesh becomes ‘too distorted’. In order to take into account the history of the material a remap of state variables from the old element mesh to the new element mesh with a different mesh topology must be carried out. This remeshing is computationally expensive [42] and the remap of state variables related to the remeshing will usually introduce additional inaccuracy. Therefore the updated Lagrangian method can become impractical in calculations in which a large number of remeshings is necessary.

![Initial setup and zoom on distorted mesh](image)

**Figure 1.1:** Updated Lagrangian calculation of the extrusion process

In Figure 1.1 for instance the simulation of the extrusion process with a sharp angle at the die exit is shown. The elements at the die exit are locally distorted. So a remeshing has to be made in order to be able to continue the calculation. Another possibility is the use of a Eulerian formulation. In contrast with the updated Lagrangian method it does not suffer from mesh distortion because the mesh is spatially fixed during the simulation. However it is more difficult to take into account the history of the material as the element mesh is not connected to it. A second problem is that it is difficult to obtain an accurate description of the free surface which is an important result of the simulation of forming processes. The free surface must be described in the fixed element mesh (see Figure 1.2).
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Arbitrary Lagrangian–Eulerian method

The Arbitrary Lagrangian–Eulerian (ALE) method is a combination of the two above-mentioned formulations. Originally, the method was introduced in the context of the finite difference method [22]. The ALE method is employed with the finite element method in fluid mechanics and fluid dynamics [13][21][48] and in fluid–structure interaction [44]. It is nowadays also used in the simulation of forming processes such as for example extrusion [27]. In the ALE method the mesh is neither connected to the material nor fixed to the spatial coordinate system but it can be prescribed in an arbitrary manner. As a result a mesh velocity has to be computed in order to obtain the mesh. Grid points on the surface also move with the mesh velocity but these points must remain on the free surface. Since the mesh is not connected to the material during the calculation a remap of state variables has to be performed. This remap of state variables is much easier than the one related to the remeshing in the updated Lagrangian method. The remeshing in the ALE method results in an element mesh with the same mesh topology. The calculation of the mesh velocity and the remap of state variables are two important aspects of the ALE method which is the subject of this thesis.

The freedom of the choice of a mesh velocity in the ALE method can be employed for several purposes. Firstly, it can be used to reduce the error by computing the mesh velocity with the help of an error estimator. As a result a refined element mesh can be obtained in the region where the error estimation is large. In [50] for example the ALE method is employed to adapt the mesh to the plastic zones. Accurate results can be obtained while using a fine element mesh only locally. A second important purpose is to prevent mesh distortion with the computation of the mesh velocity (see e.g. the mesh distortion in Figure 1.1).

In Figure 1.2 is illustrated how the ALE method can prevent mesh distortion.
in the simulation of the upsetting process. In Figure 1.3(a) the initial setup is presented. The updated Lagrangian calculation where the element mesh is connected to the material results in a distorted element mesh (see Figure 1.3(b)). In Figures 1.3(c) and (d) one can see that the ALE method results in less distorted meshes. So the calculation of the mesh velocity in this example was effective in preventing mesh distortion. From these figures it can also be seen that in the ALE method boundary conditions can often be imposed more accurately. Indeed a nodal point can be prescribed to stay at the end of the contact area with the punch in this ALE calculation. For example in [4] it was shown that the punch force fluctuated in time in the updated Lagrangian calculation because of an inaccurate description of the boundary condition whereas the ALE method gave a regular development of the punch force in time.

However there are also limitations. Often the ALE method cannot prevent the need for a complete remeshing. The remap of state variables is also a drawback compared to the updated Lagrangian method. When the remap is performed inaccurately the history of the material is not taken into account.

Figure 1.3: Simulation of upsetting process
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The objective of this thesis is to investigate and improve the numerical performance of the ALE method in the simulation of forming processes. The uncoupled ALE method, which is explained at the end of Chapter 3, consists of first performing an updated Lagrangian step, then a remeshing step and finally a remap of state variables (Figure 1.4). The three steps are described in detail in this thesis. Several techniques are applied to improve the ALE method and they are compared with existing techniques.

![Figure 1.4: A global flow chart of the uncoupled ALE method](image)

1.2 Outline of the thesis

The outline of this thesis is as follows. First in Chapter 2 a concise review of the basic theory of forming processes is given. The kinematics and definitions of stresses and strains are presented. This thesis is restricted to two relatively simple isotropic and isothermal material models: the viscoplastic and the elastoplastic model, which are briefly presented. We chose relatively simple models as we wish to focus on the numerical method. The chosen models represent two classes of material models and they already show the basic
1.2 Outline of the thesis
d
Difficulties of a numerical simulation as will be seen in Chapter 3. At the end of Chapter 2 the equations are assembled resulting in a definition of an overall mechanical problem.

The mechanical problem cannot be solved analytically as it is usually too complex. It requires a discretisation of the mechanical problem in time and space. This is the topic of Chapter 3. The weak formulation of the equilibrium equation is the basis for the finite element method. Then the updated Lagrangian method is explained in detail for both the viscoplastic and the elastoplastic material model. Subsequently the ALE method is discussed.

In Chapter 4 the topic of mesh management in the ALE method is discussed. Two types of meshing methods are described: the transfinite mapping method and schemes based on the Laplace equation of which the centering method is one possibility. This method is a discretisation of the Laplace equation only in the case of meshes with a homogeneous distribution of elements. We introduce a second Laplacian based scheme in which the Laplace equation for the mesh velocity is discretised with the finite element method.

The remap of state variables can be described as a convection problem or as an interpolation problem. The relation between the two is discussed in Chapter 5. Often simple interpolation schemes are applied for the remap of state variables which can result in an inaccurate distribution of the state variables. In this chapter various techniques are applied to improve the solution to the remap problem.

After a detailed description of the ALE method we apply the ALE method to two academic test cases (in Chapter 6). The remap of state variables is investigated using the Molenkamp test. The second academic test case is introduced for the evaluation of the performance of the ALE method. The analytical solution can be obtained for this test case. A comparison is made between the updated Lagrangian method and the ALE method.

The applicability of the ALE method is demonstrated in the simulation of the following forming processes: extrusion, upsetting and forging. This is also discussed in Chapter 6.

Finally conclusions are presented which are based on the experiences of the ALE method in the applications and the discussions on the several aspects of the ALE method.
Chapter 2

Continuum mechanics

In this chapter the continuum mechanics and the theory of plasticity used in this work are briefly reviewed based on [40, 32]. Large displacements and deformations can occur in the simulations of forming processes. Various coordinate systems can be used to describe the state of the material under consideration. In Section 2.1 three coordinate systems are presented: the Lagrangian, the Eulerian and the referential description. The referential description is used in the Arbitrary Lagrangian–Eulerian formulation of Chapter 3. We will give kinematic relations in these coordinates. In Sections 2.2 and 2.3 the terms deformation, strain and stress are defined. The relation between the stress and the strain for a number of simple isotropic constitutive models is described in Section 2.4. Relatively simple constitutive models are employed in this work to demonstrate the basics of simulation of forming processes. Two essentially different models are presented: the viscoplastic model and the elastoplastic model. The viscoplastic model gives an expression for the stress as a constitutive equation, while the elastoplastic model results in an expression for the rate of the stress. This results in two different approaches in the simulation of the forming processes. Next the conservation laws that have to be fulfilled are presented. We restrict the discussion to quasi-static processes which means that inertia terms are neglected. Finally the conservation equations with the boundary conditions and the constitutive model are summarised.

2.1 Coordinate systems

In the analysis of processes with large displacements and deformations the motion and the deformation can be specified with respect to several frames. Three descriptions are considered [40]:
• the Lagrangian description where state variables are a function of the material coordinate $X$

• the Eulerian description where state variables are a function of the current coordinate $x$

• the referential description where state variables are a function of the referential coordinate $\mathbf{X}$.

In the conservation laws the material time derivative and the spatial derivative to $x$ are required. We will give these properties in the various descriptions.

In the Lagrangian description the material particles $X$ are marked with the initial position which will also be referred to as $X = x(X, 0)$. The current position is expressed as a function of the initial position $X$ and time $t \Gamma x(X, t)$. The material displacement is defined as:

$$u(X, t) = x(X, t) - x(X, 0).$$

(2.1)

The material time derivative is obtained as follows when a state variable $\zeta$ is expressed in terms of the initial coordinates:

$$\frac{d\zeta(X, t)}{dt} = \dot{\zeta}(X, t) = \frac{\partial\zeta(X, t)}{\partial t} \bigg|_X .$$

(2.2)

The Lagrangian description is especially attractive for describing physical variables that are associated to material points. The material velocity is:

$$v(X, t) = \dot{x} = \frac{dx}{dt} = \frac{\partial x}{\partial t} \bigg|_X .$$

(2.3)

The spatial derivative with respect to $x$ which is needed in conservation laws can be determined using the chain rule:

$$\frac{\partial \zeta(X, t)}{\partial x} = \frac{\partial \zeta}{\partial X} \bigg|_t \cdot \frac{\partial X}{\partial x} .$$

(2.4)

In the Eulerian description the current position is used to describe the state variables. When the material time derivative is determined a convective term appears:

$$\frac{d\zeta(x, t)}{dt} = \frac{\partial \zeta}{\partial t} \bigg|_x + v \cdot \frac{\partial \zeta}{\partial x} .$$

(2.5)

The spatial derivative of a function written in terms of the current coordinates is determined without applying the chain rule as in (2.4).
In the referential description a variable is connected neither to the current position nor to the material. The current position is expressed as a function of the referential coordinate and time $x(\chi, t)$. In Chapter 3 it is shown that this referential description is convenient for the discretisation of the equations in the ALE method. The referential displacement becomes

$$u_g(\chi, t) = x(\chi, t) - x(\chi, 0),$$

and the referential velocity $v_g$ is defined as

$$v_g = \frac{\partial x(\chi, t)}{\partial t} \bigg|_{\chi}. \tag{2.6}$$

The subscript $g$ is applied to indicate the referential description because the referential coordinate will be assigned to the grid points in Chapter 3. The material time derivative of a state variable $\zeta$ can also be written according to the referential frame which again results in a convective term \[30\]:

$$\frac{d\zeta(\chi, t)}{dt} = \frac{\partial\zeta}{\partial t} \bigg|_{\chi} + v_c \frac{\partial\zeta}{\partial x}, \tag{2.8}$$

where $v_c = v - v_g$ is called the convective velocity. The spatial derivative to the current coordinates is again determined by applying the chain rule:

$$\frac{\partial\zeta(\chi, t)}{\partial x} = \frac{\partial\zeta}{\partial \chi} \bigg|_{\chi} \frac{\partial \chi}{\partial x}. \tag{2.9}$$

In Figure 2.1 the relations between the three domains in the referential description are sketched. Since it represents the referential description the referential coordinate $\chi$ is the independent variable. As a result the mappings onto the spatial domain and the material domain are functions of time which means that a referential point corresponds at each time to a different spatial point and a different material point. The mappings $\Phi$ and $\Psi$ (see Figure 2.1) are one-to-one mappings between the three domains. This means that every point in one of the domains corresponds to one point in the other two domains. Note that the Lagrangian and Eulerian descriptions can be seen as special cases of the referential description. The Lagrangian and the Eulerian description are obtained when $\chi$ equals $X$ and $x$ respectively. In the Lagrangian description the mapping $\Phi$ is the identity function in the Eulerian description the mapping $\Phi$ equals the identity function. For more details the reader is referred to [40Γ25Γ38]
2.2 Strain definitions

The state of any material particle is described by stresses and strains, which can be defined in one of the coordinate systems mentioned in the previous section.

The deformation gradient $F$ (see Figure 2.2) is defined as the transformation of the initial differential line element $dX$ to the deformed differential line element $dx$:

$$dx = F \cdot dX,$$

(2.10)

with

$$F(X, t) = \frac{\partial x}{\partial X} = x \dot{\nabla}_0 = 1 + u \cdot \nabla_0,$$

(2.11)

where the subscript $0$ is the derivative to the initial coordinates $X$.

The relative change in volume between the undeformed and the deformed state is equal to $J$:

$$J = \det(F).$$

(2.12)

Polar decomposition of the deformation gradient results in

$$F = R \cdot U = V \cdot R,$$

(2.13)
where \( \mathbf{R} \) is called the orthogonal rotation tensor, \( \mathbf{U} \) the symmetric right stretch tensor and \( \mathbf{V} \) the symmetric left stretch tensor. The polar decomposition can be considered as first performing a stretch \( \mathbf{U} \) and subsequently a rotation \( \mathbf{R} \) or first a rotation \( \mathbf{R} \) and then a stretch \( \mathbf{V} \). The right and left Cauchy–Green tensors are defined respectively as:

\[
\mathbf{C} = \mathbf{U}^2 = \mathbf{F}^T \cdot \mathbf{F}, \\
\mathbf{B} = \mathbf{V}^2 = \mathbf{F} \cdot \mathbf{F}^T.
\]  

Using (2.14) the length \( ds \) of \( dx \) can be expressed in terms of the tensor \( \mathbf{C} \) (see also Figure 2.2):

\[
ds^2 = dx \cdot dx = (F \cdot dx) \cdot (F \cdot dx) = dX \cdot (F^T \cdot F) \cdot dX = \mathbf{C} : dX dX.
\]

So \( \mathbf{C} \) can be interpreted as a measure of the stretch of the differential element length \( dX \). The initial length \( ds_0 \) of \( dX \) can be expressed in terms of \( \mathbf{B} \) using (2.15):

\[
ds_0^2 = dX \cdot dX = (\mathbf{F}^{\text{cyl}} \cdot dx) \cdot (\mathbf{F}^{\text{cyl}} \cdot dx) = (dx \cdot (\mathbf{F} \cdot \mathbf{F}^T)^{\text{cyl}}) \cdot dx = \mathbf{B}^{\text{cyl}} : dxdx.
\]

Generally strain is defined as the length difference of a line element in the deformed and the undeformed state. Various strain definitions exist depending on the description that is used. Using the deformed state \( dx \Gamma \)

\[
ds^2 - ds_0^2 = dx \cdot dx - dX \cdot dX = (1 - \mathbf{B}^{\text{cyl}}) : dxdx = 2e : dxdx.
\]

the Euler–Almansi strain tensor \( e \) is obtained:

\[
e = \frac{1}{2}(1 - \mathbf{B}^{\text{cyl}}).
\]
The Euler–Almansi strain can be expressed in terms of displacements using (2.15) and (2.11):

\[ e = \frac{1}{2} \left( \mathbf{u} \nabla + \nabla \mathbf{u} - (\nabla \mathbf{u}) \cdot \mathbf{u} \mathbf{\nabla} \right). \]  

(2.20)

In case of small deformations the Euler–Almansi strain \( e \) is identical to the classical linear strain tensor \( \varepsilon \):

\[ \varepsilon = \frac{1}{2} \left( \mathbf{u} \nabla + \nabla \mathbf{u} \right). \]  

(2.21)

Some constitutive models describing plastic deformation require the deformation rate. Therefore the \textit{velocity gradient} \( L \) is defined as:

\[ L = \frac{\partial \mathbf{v}}{\partial \mathbf{x}} = \mathbf{v} \mathbf{\nabla}. \]  

(2.22)

The velocity gradient is split up into two parts: a symmetric part \( D \) and the skew-symmetric part \( W \):

\[ L = D + W, \]  

(2.23)

with

\[ D = \frac{1}{2} (\mathbf{v} \nabla + \nabla \mathbf{v}) \quad \text{and} \quad W = \frac{1}{2} (\mathbf{v} \nabla - \nabla \mathbf{v}). \]  

(2.24)

\( D \) is called the \textit{rate of deformation tensor} and \( W \) the \textit{spin tensor}.

The velocity gradient can also be expressed in the incremental tensors \( R \) and \( U \) that are expressed in terms of the displacement. Therefore we take the material time derivative of \( \mathbf{F} \)

\[ \dot{\mathbf{F}} = \frac{d}{dt} \left( \frac{\partial \mathbf{x}}{\partial \mathbf{X}} \right) = \frac{\partial \mathbf{v}}{\partial \mathbf{x}} \cdot \frac{\partial \mathbf{x}}{\partial \mathbf{X}} = L \cdot \mathbf{F}. \]  

(2.25)

With the substitution of (2.13) in (2.25) we obtain:

\[ L = R \cdot \dot{U} \cdot U^\text{col} \cdot R^\text{col} + \dot{R} \cdot R^\text{col}. \]  

(2.26)

If \( R \approx I \) and \( U \approx \mathbf{I} \) we can approximate the first term of the right hand side by \( D \) and the second term by \( W \).
2.3 Stress definitions

In this section the stress will also be defined using the deformed state. The stress vector $p$ is defined by an infinitesimal force vector $dP$ acting on an infinitesimal surface $dS$:

$$p = \lim_{{\Delta S \to 0}} \frac{\Delta P}{\Delta S} = \frac{dP}{dS}. \tag{2.27}$$

The relation between the stress tensor and the stress vector can be obtained by demanding equilibrium for an infinitesimal tetrahedron (see Figure 2.3). The Cauchy stress $\sigma$ is defined in the current coordinates:

$$dP = \sigma \cdot n \, dS; \tag{2.28}$$

where $n$ is the normal vector on the surface pointing outwards. From moment equilibrium follows the symmetry of $\sigma$:

$$\sigma = \sigma^T. \tag{2.29}$$

The stress tensor is split up into a deviatoric part $s$ and a hydrostatic part $p$ for use in constitutive models $\Gamma$:

$$\sigma = \sigma^d + \frac{1}{3} \text{tr}(\sigma) 1 = s - p 1, \tag{2.30}$$

with $p = -\frac{1}{3} \text{tr}(\sigma)$. The time derivative of the stress is often needed to describe the constitutive behaviour. These constitutive models employ an objective time derivative of the stress, which is a time derivative as observed in a frame corotating with the material. In this work the Jaumann time derivative is applied as the objective time derivative of $\sigma$:

$$\dot{\sigma} = \sigma - W \cdot \sigma + \sigma \cdot W. \tag{2.31}$$

For more details on objective time derivatives the reader is referred to [29]. In the next section the elastoplastic model yields an expression for $\dot{\sigma}$.
2.4 Constitutive models

The constitutive equation defines the relation between the stresses and strains. It is generally based on experimental observations. The type of constitutive model employed depends on the material under investigation and on the applied loads.

![Figure 2.4: Example of stress-strain curves for the one-dimensional tensile test.](image)

In Figure 2.4 the stress–strain relation obtained from a tensile test is illustrated. The material behaves in a linear elastic way up to the initial yield stress $\sigma_{y,0}$ with a slope $E$ which is called the Young’s modulus. When the material is unloaded the elastic deformation $\varepsilon^e$ is totally recovered.

Above the initial yield stress $\sigma_{y,0}$ the material is plastically deformed. The total deformation can be split up into an elastic part and a plastic part:

$$\varepsilon = \varepsilon^e + \varepsilon^p. \quad (2.32)$$

The yield stress $\sigma_y$ increases when the material is plastically deformed and this phenomenon is called hardening. When the material is unloaded the stress decreases again linearly according to $E$. The plastic deformation $\varepsilon^p$ is not recovered (see Figure 2.4). Upon further plastic deformation the load has to come above the increased yield stress $\sigma_y$.

It is also possible that the material behaviour depends on the strain rate $\dot{\varepsilon}$ for example for many polymers or for metals at high temperatures. The stress–strain curve at a higher strain rate will lie above the original curve (see the dashed line of Figure 2.4).

In forming processes we have a multi-dimensional problem with a stress tensor and a strain tensor. In this section we give some constitutive models which give a relation between the Cauchy stress $\sigma$ and the strain $\varepsilon$ or the rate of
deformation $\mathbf{D}$. We will briefly present some relatively simple isotropic and isothermal constitutive models. For a more elaborate overview of constitutive models the reader is referred to [41]. Two types of models are considered in this work: the *viscoplastic* model and the *elastoplastic* model. In Section 2.4.1 the viscoplastic model is given. This is a rate dependent material model where the elastic deformation is neglected. In Section 2.4.2 the rate independent elastoplastic model is given.

### 2.4.1 Viscoplastic behaviour

In the case residual stresses or springback phenomena are negligibly small the elastic deformation can be omitted. In the viscoplastic model the deformation is considered to be completely plastic and the stress is rate dependent. The Cauchy stress tensor is split up into the deviatoric stress tensor $\mathbf{s}$ and the hydrostatic pressure $p$ (see (2.30)). Here the deviatoric stress tensor is described with the isothermal and isotropic *Norton–Hoff* model

$$
\mathbf{s} = 2K(\sqrt{3}\varepsilon)^{m} \mathbf{D},
$$

where the equivalent strain rate $\dot{\varepsilon}$ is defined as:

$$
\dot{\varepsilon} = \sqrt{\frac{2}{3}} \mathbf{D} : \mathbf{D}
$$

and $m$ is the *rate sensitivity index*. $K$ is the material consistency parameter and is written as

$$
K = K_0(\varepsilon_0 + \varepsilon)^n,
$$

where $n$ is the index for the amount of hardening. The equivalent strain $\varepsilon$ is defined by the integration of the equivalent strain rate $\dot{\varepsilon}$:

$$
\varepsilon = \frac{d\varepsilon}{dt}
$$

The material is considered to behave incompressibly with (2.24) and (2.23):

$$
\nabla \cdot \mathbf{v} = \text{tr} \mathbf{L} = \text{tr} \mathbf{D} = 0.
$$

The equivalent stress $\hat{\sigma}$ is needed in order to be able to use the results of one-dimensional tests:

$$
\hat{\sigma} = \sqrt{\frac{3}{2}} \mathbf{s} : \mathbf{s} = K \sqrt{3}(\sqrt{3}\varepsilon)^n.
$$

Several types of model can be derived from the Norton–Hoff model. Two types of model are considered here: the first is the *generalised Newton model* and the second is the *rigid plastic model*. 

Generalised Newtonian behaviour

Generalised Newtonian behaviour is obtained when the Norton–Hoff model (2.33) is written in the following form:

\[ s = \eta(\dot{\varepsilon}) \mathbf{D}, \]  

(2.39)

and the shear coefficient \( \eta(\dot{\varepsilon}) \) does not take into account the hardening of the material \( (n = 0) \). When the \textit{power law} is applied we take for \( \eta(\dot{\varepsilon}) = \eta_0 \dot{\varepsilon}^m \). For \( m = 1 \) we obtain the Newtonian fluid:

\[ s = \eta_0 \mathbf{D}, \]  

(2.40)

where \( \eta_0 \) is a constant coefficient.

The constitutive model is independent of the total deformation \( \dot{\varepsilon} \). Hence it is not required to integrate (2.36) to obtain the constitutive model. As a result the stress can be determined from the instantaneous velocity field. The model is said to be \textit{path independent}.

Rigid plastic behaviour

The rigid plastic model is a special case of the Norton–Hoff model \textit{i.e.} when \( m = 0 \). In that case the equivalent stress (2.38) becomes

\[ \bar{\sigma} = K \sqrt{\ddot{\varepsilon}}. \]  

(2.41)

From the tensile test we obtain the stress–strain relation \( \bar{\sigma}(\varepsilon^p) \). Here we use this result in an isotropic manner that is to say the hardening is the same in all directions. Eqs. (2.41) and (2.33) together with the Norton–Hoff model result in the Von Mises model:

\[ s = \frac{2\bar{\sigma}_v(\varepsilon^p)}{3\dot{\varepsilon}} \mathbf{D}. \]  

(2.42)

In the case of hardening effects the rigid plastic model is \textit{path dependent} because \( \varepsilon^p \) is needed to describe the physical state. This means that \( \dot{\varepsilon} \) has to be integrated in time in order to be able to describe the material behaviour. The stress cannot be determined directly from the instantaneous velocity field.

2.4.2 Elastoplastic behaviour

In the case of springback phenomena or when the elastic deformation is large the elastic part of the deformation cannot be neglected. The elastoplastic model is described in this section. For more details the reader is referred to
[32]. In general the total deformation rate $D$ is split up additively into an elastic deformation rate $D^e$ and a plastic deformation rate $D^p$:

$$ D = D^e + D^p. \quad (2.43) $$

Hooke’s law is taken as a basis:

$$ \sigma = E : \varepsilon. \quad (2.44) $$

The following time derivative of Hooke’s law is generally used:

$$ \sigma = E : (D - D^p), \quad (2.45) $$

where $E$ is the fourth-order elasticity tensor. The plastic rate of deformation is assumed to be perpendicular to the yield surface $\phi$ (see Figure 2.6):

$$ D^p = \dot{\lambda} \frac{\partial \phi}{\partial \sigma}, \quad (2.46) $$

where $\dot{\lambda}$ is the scale factor for the amount of plastic deformation. Here the isotropic Von Mises yield criterion in quadratic form is applied:

$$ \phi = \frac{3}{2} s : s - \bar{\sigma}_Y^2 = 0. \quad (2.47) $$

In Figure 2.5 the yield surface is shown. The Von Mises yield surface is a cylinder around the hydrostatic axis.

![Von Mises yield surface](image)

**Figure 2.5:** Von Mises yield surface.

In Figure 2.6 the projection in the direction of the hydrostatic axis is shown. The function $\bar{s}_Y(\bar{s})$ is determined by the one-dimensional tensile test. After some manipulation one finds

$$ \sigma = [E - Y] : D \quad (2.48) $$
with \( Y \) the yield tensor given by

\[
Y = \frac{E}{\lambda} \frac{\partial \phi}{\partial \sigma} : E - \frac{\partial \phi}{\partial \sigma} + 4E \lambda \frac{\partial \phi}{\partial \sigma} p. \tag{2.49}
\]

In the next chapter it is shown that it is convenient to split (2.48) into

\[
\dot{\sigma} = L^S : D + C_b \text{tr}(D)I, \tag{2.50}
\]

where

\[
L^S = 2G I - \frac{2}{3} G 11 - Y, \tag{2.51}
\]

and \( G \) is the shear modulus and \( C_b \) is the bulk modulus:

\[
G = \frac{E}{2(1 + \nu)}; \quad C_b = \frac{E}{3(1 - 2\nu)}. \tag{2.52}
\]

Note. For an elastoplastic model the complete tensor \( \sigma \) is described by the constitutive model in contrast to viscoplastic models. For viscoplastic constitutive models only the deviatoric part of \( \sigma \) is given by the constitutive law (see (2.33)). In case of an elastoplastic model the pressure \( p \) is described by the constitutive law. The hydrostatic deformation is completely elastic.

### 2.5 Conservation laws

Conservation laws have to be fulfilled and they are described in this section. In conservative form the conservation laws become:

*Continuity equation:*

\[
\dot{\rho} + \rho (\mathbf{v} \cdot \nabla) = 0. \tag{2.53}
\]
Momentum equation:
\[ \rho \dot{\mathbf{v}} = \mathbf{\sigma} \cdot \nabla + \rho \mathbf{f} \]  
(2.54)

where \( \rho \) is the density and \( \rho \mathbf{f} \) is the body force.

In the non-conservative form the material time derivative is given by (2.8) in terms of the referential coordinates \( \chi \). In non-conservative form we obtain:

Continuity equation:
\[ \frac{\partial \rho}{\partial t} \bigg|_\chi + \mathbf{v} \cdot (\nabla \rho) + \rho (\mathbf{v} \cdot \nabla) = 0. \]  
(2.55)

Momentum equation:
\[ \rho \frac{\partial \mathbf{v}}{\partial t} \bigg|_\chi + \rho \mathbf{v} \cdot (\nabla \mathbf{v}) = \mathbf{\sigma} \cdot \nabla + \rho \mathbf{f}. \]  
(2.56)

In this work quasi-static processes are investigated which means that inertia terms are neglected. Especially in the Eulerian and the referential description this simplifies the problem because the convection terms of the left hand side of (2.54) can be neglected. Moreover body forces \( \rho \mathbf{f} \) are not taken into account in the problems under investigation for simplicity. As a result we obtain:

\[ \mathbf{\sigma} \cdot \nabla = 0. \]  
(2.57)

The equilibrium equation (2.57) has to be fulfilled in the quasi-static case.

### 2.6 Mechanical problem

In this section the strong form of the quasi-static problem is presented. We have to fulfill the equilibrium equation for all the points in the domain \( \Omega(t) \):

\[
\begin{cases}
\text{Find } \mathbf{v}(\mathbf{x}, t) \text{ and } \mathbf{\sigma}(\mathbf{x}, t) \quad \forall \mathbf{x}(t) \in \Omega(t) \text{ such that } \\
\mathbf{\sigma} \cdot \nabla = 0
\end{cases}
\]  
(2.58)

At the same time the appropriate constitutive relations (2.50) or (2.42) or (2.39) must be satisfied. These relations give an expression for the stress or the stress rate as a function of the deformation rate \( \mathbf{D} \). The deformation rate \( \mathbf{D} \) is expressed in terms of the velocity \( \mathbf{v} \) by (2.24).

The boundary \( \Gamma(t) \) is split up into three parts (see Figure 2.7):

\[ \Gamma(t) = \Gamma_v(t) \cup \Gamma_T(t) \cup \Gamma_C(t) \]  
(2.59)
where
\[ \Gamma_v(t) \cap \Gamma_T(t) = \emptyset ; \quad \Gamma_C(t) \cap \Gamma_T(t) = \emptyset ; \quad \Gamma_v(t) \cap \Gamma_C(t) = \emptyset. \] (2.60)

On these boundaries the following conditions exist:
\[
\begin{align*}
\mathbf{v} &= \mathbf{v}_0 & \text{on } \Gamma_v(t) \\
\sigma \cdot \mathbf{n} &= \mathbf{T} & \text{on } \Gamma_T(t) \\
h(\mathbf{v}) &\leq 0 & \text{on } \Gamma_C(t) \\
\tau &= \tau_{fr} & \text{on } \Gamma_C(t)
\end{align*}
\] (2.61)

For \( \tau_{fr} \), viscous frictional behaviour is assumed:
\[ \tau_{fr} = -\mu \left( \mathbf{v} - \mathbf{v}_{tool} \right) \cdot \mathbf{t}, \] (2.62)

where \( \mathbf{t} \) is the tangential vector at the boundary \( \Gamma_C(t) \) and \( \mu \) is a constant frictional coefficient. In this work we assume unilateral contact which means that the tool is considered to be rigid. As a result the tool has a velocity \( \mathbf{v}_{tool} \).

The function \( h(\mathbf{v}) \) represents the non-penetration condition of the material into the tool [15] on \( \Gamma_C(t) \). In a numerical simulation this condition also depends on the time discretisation that is used. The exact description of the non-penetration condition \( h(\mathbf{v}) \) is given in the next chapter and Appendix A.

In words, on \( \Gamma_v(t) \) essential boundary conditions and on \( \Gamma_T(t) \) natural boundary conditions are imposed. On \( \Gamma_C(t) \) we impose a mixed boundary condition: an essential boundary condition in the normal direction and a natural boundary condition in the direction tangential to the boundary.

From now on the mechanical problem of this section is referred to as the problem \( \mathcal{P}(\mathbf{v}(\mathbf{x}, t), \sigma(\mathbf{x}, t)) \). In the next chapter the discretisation method of this problem \( \mathcal{P}(\mathbf{v}(\mathbf{x}, t), \sigma(\mathbf{x}, t)) \) is discussed.
Chapter 3

Discretisation method

In Section 2.6 the quasi-static problem $P$ is given. In order to approximate the solution of $P$ we have to discretise $P$ in space and in time. First of all we approximate $P$ by solving it at discrete time instants $t_k$. For the spatial discretisation it is important to decide which coordinates $x$ or $X$ of Section 2.1 we use to describe the state variables. Each description has its advantages and disadvantages depending on the equations to be solved.

A Eulerian description in which the state variables are described in terms of $x$ in general is not good for describing free surfaces. As an example the pseudo-concentration method [53] can be used to describe the movement of the free surface (see Figure 1.2). The pseudo-concentration function indicating the material is transported through the fixed element mesh but often this leads to an inaccurate description of the free surface. In any case a large number of elements is needed to describe the free surface. Moreover it is often difficult to describe the boundary conditions accurately. A second difficulty with the Eulerian description is the evaluation of material derivatives. In the evaluation of the material derivative of a state variable $\zeta$ a convective term appears (see (2.5)):

$$
\frac{d\zeta}{dt} = \left. \frac{\partial \zeta}{\partial t} \right|_x + \mathbf{v} \cdot \frac{\partial \zeta}{\partial \mathbf{x}}
$$

In a total Lagrangian formulation the state variables are functions of the material coordinate $X$. The main advantage is that the material derivative can easily be obtained (see (2.2)) because the state variables are connected to material points. However in the equilibrium equation (2.57) we have the spatial derivative of the Cauchy stress $\sigma$. In a Lagrangian formulation we have e.g. the 2nd Piola–Kirchhoff stress tensor defined in the material coordinate $X$. As a result we need the mapping $F$ (2.11) for the solution to the equilibrium equation.
The third possibility is describe the state variables in the referential coordinate $\mathbf{X}$. This referential coordinate can be chosen arbitrarily. However, the mappings onto the material domain and the spatial domain have to be one-to-one mappings (see Figure 2.1). In the updated Lagrangian method the referential coordinate is called $\mathbf{X}_{\text{ref}}$ and is labeled with the spatial coordinate $\mathbf{x}_{\text{ref}}$ at the beginning of a time step. The state variables are described in terms of the referential coordinate $\mathbf{X}_{\text{ref}}$ which is connected to a material point during a time step. At the end of each time step the domain is updated with the material velocity field. The material associated quantities are updated easily and the free surfaces are also accurately described. However, in problems with large deformations the updating of the domain often results in mesh distortion. For this reason the Arbitrary Lagrangian-Eulerian (ALE) method is used in this work. In the ALE method the state variables are described in terms of the referential coordinate $\mathbf{X}_{\text{ref}}$ which is also labeled with the spatial coordinate $\mathbf{x}_{\text{ref}}$ at the beginning of a time step. However, in contrast to the updated Lagrangian method the referential coordinate $\mathbf{X}_{\text{ref}}$ is not connected to material points during a time step but is connected to the grid points that move with the mesh velocity. In Chapter 4 the definition of the mesh velocity which is defined in a certain way in order to prevent mesh distortion in the ALE method is discussed. At the end of each time step the domain is updated with the mesh velocity field. In this case we have to take into account convective terms when we evaluate material derivatives as the state variables are not expressed in terms of the material coordinate $\mathbf{X}_{\text{ref}}$ of the time step (see (2.8)). The free surfaces can still be accurately described by the ALE method. This is shown in Chapter 4.

![Figure 3.1: Various descriptions for a state variable.](image)

So in both the updated Lagrangian method and the ALE method the reference configuration is the actual configuration at the beginning of the time step. In both methods the referential coordinates are labeled with the spatial
coordinates of the beginning of a time step. However, the state variables are connected to different points during the time step.

Due to the spatial discretisation, the state variables are known in a discrete set of points $x_{\text{ref}}$ at the beginning of a time step. This is the initial condition for a next updated Lagrangian step or a next ALE step.

In the updated Lagrangian method, the state variables are calculated in the points $x_t$ at time $t_1$ (see Figure 3.2). The points $x_{\text{ref}}$ at $t_0$ and the points $x_t$ at $t_1$ have the same material coordinate $X_{\text{ref}}$ of this time step. In other words, the points correspond to the same material particles.

In the ALE method, the state variables are calculated in the points $x_g$ at $t_1$. The points $x_{\text{ref}}$ at $t_0$ and the points $x_g$ at $t_1$ have the same referential coordinate $X_{\text{ref}}$ of this time step. So in the ALE method, the solution is calculated in a different set of points in the spatial domain at $t_1$.

In this work, the uncoupled ALE method is applied. In this method, the state variables are calculated in the points $x_g$, but it is performed in two steps. First, an updated Lagrangian step is performed, which results in state variables known in the points $x_t$ or the material increments of the state variable. Subsequently, the state variables are calculated in the points $x_g$. This second step can be interpreted as an interpolation problem between two sets of discrete points at $t_1$.

In this chapter, we give the weak formulation of the mechanical problem $\mathcal{P}$ since the finite element method is used for the spatial discretisation. Subsequently, the updated Lagrangian method is explained in Section 3.2. The spatial discretisation with the finite element method is worked out in detail in Appendix A. The resulting spatially non-linear problem is solved using a predictor-corrector mechanism which is discussed in Section 3.2.

**Figure 3.2:** Relationships between the updated Lagrangian, the ALE and the uncoupled ALE methods.
In Section 3.3 first the ALE method is globally described. Subsequently, the uncoupled ALE method which is used in this work is discussed.

### 3.1 Weak formulation of equilibrium

The *weak form* of the equations is the starting point for the finite element method. In this section this weak form of the mechanical problem $P$ (see Section 2.6) is derived. In the weak form the equilibrium equation and the natural boundary conditions are weighted with the function $v^*$ which is a kinematically admissible virtual velocity field and integrated over the domain:

$$
\int_{\Omega} v^* \cdot (\nabla \cdot \sigma) \, d\Omega - \int_{\Gamma_C} v^* \cdot (\sigma \cdot n - \tau_{tr}) \, d\Gamma \\
- \int_{\Gamma_F} v^* \cdot (\sigma \cdot n - T) \, d\Gamma = 0, \quad \forall v^* \in V_C^*(t),
$$

(3.2)

where $V_C^*(t)$ is characterized as the collection of functions satisfying:

$$
\begin{align*}
& v^* = 0 \quad \text{on } \Gamma_F(t) \\
& v^* \cdot n = 0 \quad \text{on } \Gamma_C(t).
\end{align*}
$$

(3.3)

The first term of (3.2) is rewritten using the partial integration rule into

$$
\int_{\Omega} v^* \cdot (\nabla \cdot \sigma) \, d\Omega = \int_{\Omega} \nabla \cdot (v^* \cdot \sigma) \, d\Omega - \int_{\Omega} (v^* \nabla) : \sigma \, d\Omega.
$$

(3.4)

The first term of the right hand side is changed into a boundary integral with the Gauss theorem into

$$
\int_{\Omega} \nabla \cdot (v^* \cdot \sigma) \, d\Omega = \int_{\Gamma} (v^* \cdot \sigma) \cdot n \, d\Gamma.
$$

(3.5)

Since $v^*$ is in $V_C^*$ (3.3) the boundary integral over $\Gamma$ reduces to

$$
\int_{\Gamma} (v^* \cdot \sigma) \cdot n \, d\Gamma = \int_{\Gamma_C} (v^* \cdot \sigma) \cdot n \, d\Gamma + \int_{\Gamma_F} (v^* \cdot \sigma) \cdot n \, d\Gamma,
$$

(3.6)

where the normal component of $v^*$ on $\Gamma_C$ is equal to zero. Substituting (3.4)\Gamma (3.5) and (3.6) into (3.2) we obtain the following expression:

$$
\int_{\Omega} (v^* \nabla) : \sigma \, d\Omega = \int_{\Gamma_C} v^* \cdot \tau_{tr} \, d\Gamma + \int_{\Gamma_T} v^* \cdot T \, d\Gamma, \quad \forall v^* \in V_C^*(t).
$$

(3.7)
This is called the weak formulation because the equilibrium equations are in the integral form. In this form the order of differentiability for \( \sigma \) can be lower than in the strong formulation. However, the differentiability of the weight function is increased by one order.

The weak formulation can also be interpreted as the virtual work equation where the weight functions \( \mathbf{v}^* \) are kinematically admissible virtual velocities. Eq. (3.7) can be interpreted as

\[
\delta W_{\text{int}} = \delta W_{\text{ext}},
\]

where \( \delta W_{\text{int}} \) is the internal virtual work and \( \delta W_{\text{ext}} \) the external virtual work.

It is not practical to construct \( a \ priori \) the velocity fields \( \mathbf{v}^* \) and \( \mathbf{v} \) that fulfill the boundary condition in the normal direction on \( \Gamma_C(t) \Gamma \) because the boundary \( \Gamma_C(t) \Gamma \) in contact with the tool is not known \( a \ priori \). So the collection of functions \( V^*_C(t) \) is enlarged to \( V^*(t) \):

\[
\mathbf{v}^* = \mathbf{0} \quad \text{on } \Gamma_v(t).
\]

As a result a constraint for the non-penetration condition \( h(v) \) (2.61) has to be added to (3.7) and weighted with \( \lambda \Gamma \) and also the Lagrange multiplier \( \sigma_n \) appears in the final set of equations:

\[
\int_{\Omega} (\mathbf{v}^* \nabla) : \mathbf{\sigma} \ d\Omega = \int_{\Gamma_C} \mathbf{v}^* \cdot \mathbf{\tau}_t \ d\Gamma + \int_{\Gamma_C} \mathbf{v}^* \cdot \mathbf{n} \ \sigma_n \ d\Gamma
\]

\[
+ \int_{\Gamma_T} \mathbf{v}^* \cdot \mathbf{T} \ d\Gamma, \quad \forall \mathbf{v}^* \in V^*(t)
\]

and

\[
\int_{\Gamma_C} \lambda^* h(v) \ d\Gamma \leq 0, \ \forall \lambda^*.
\]

The function \( h(v) \) is the non-penetration condition for the normal component of \( \mathbf{v} \) on \( \Gamma_C \). This function is specified in Appendix A. The Lagrange multiplier \( \sigma_n \) is the normal stress component on \( \Gamma_C \). The normal stress \( \sigma_n \) is an independent variable which has to be solved. Eq (3.10) is the weak form of \( P \) and it is also denoted as problem \( P \).
3.2 Updated Lagrangian method

The mechanical problem \( P(x, v, \sigma) \) is numerically approximated at discrete time instants. In the updated Lagrangian method the state variables are expressed in terms of the referential coordinate \( X_{\text{ref}} \). At the end of each time step the referential situation is updated with the current situation. The referential situation is denoted as \( \Omega_{\text{ref}} \), \( \dot{\varepsilon}_{\text{ref}} \) and \( \sigma_{\text{ref}} \) and the current situation at the end of the increment indicated with the superscript \( t \). The weak form of equilibrium (3.10) has to be fulfilled for \( \Omega_t \) and \( \sigma_t \) while knowing the situation at the beginning of the time step:

\[
\int_{\Omega_t} (\mathbf{v} \cdot \nabla \mathbf{t}) : \sigma' \ d\Omega = \int_{\Gamma_t} \mathbf{v} \cdot \mathbf{t}_{\text{ref}} \ d\Gamma + \int_{\Gamma_t^C} \mathbf{v} \cdot \mathbf{n} \sigma'_{\text{ref}} \ d\Gamma \\
+ \int_{\Gamma_t} \mathbf{v} \cdot \mathbf{T} \ d\Gamma, \quad \forall \mathbf{v} \in \mathbf{V}'' \tag{3.11}
\]

and

\[
\int_{\Gamma_t^C} \lambda' h'(v) \ d\Gamma \leq 0, \ \forall \lambda'.
\]

At each time step the velocity \( v_0 \) on \( \Gamma_c \), the velocity of the tool \( v_{\text{tool}} \) acting on \( \Gamma_C \) and the stresses \( T \) on \( \Gamma_T \) are prescribed.

In the updated Lagrangian method the situation at the end of a time step is obtained by time integration with constant \( X_{\text{ref}} \):

\[
x' \approx x_{\text{ref}} + \left( \frac{\partial x}{\partial t} \right)_{X_{\text{ref}}} \Delta t = x_{\text{ref}} + \Delta x = x_{\text{ref}} + \Delta u, \tag{3.12}
\]

\[
\varepsilon' \approx \varepsilon_{\text{ref}} + \varepsilon \Delta t = \varepsilon_{\text{ref}} + \Delta \varepsilon, \tag{3.13}
\]

\[
\sigma' \approx \sigma_{\text{ref}} + \sigma \Delta t = \sigma_{\text{ref}} + \Delta \sigma. \tag{3.14}
\]

Here \( \Delta u \), \( \Delta \varepsilon \) and \( \Delta \sigma \) have to be approximated for a time step. Since the domain is updated with the material displacement \( \Delta u \) the free surface is easily calculated. In the updated Lagrangian method material time derivatives are easily integrated because the state variables are integrated in time with constant coordinate \( X_{\text{ref}} \).
The updated Lagrangian method becomes schematically:

1. At \( t = 0 \) the initial situation with \( \Omega, \sigma, \varepsilon \) is taken as the referential situation \( \Omega_{\text{ref}}, \sigma_{\text{ref}}, \varepsilon_{\text{ref}} \).

2. At each time step the problem \( \mathcal{P}(\mathbf{x}', \mathbf{v}', \sigma') \) is solved with constant \( \mathbf{X}_{\text{ref}} \) while knowing the referential domain \( \Omega_{\text{ref}} \) and the state variables \( \sigma_{\text{ref}} \) and \( \varepsilon_{\text{ref}} \).

3. Update the domain and the state variables so \( \Omega', \sigma' \) and \( \varepsilon' \Rightarrow \Omega_{\text{ref}}, \sigma_{\text{ref}} \) and \( \varepsilon_{\text{ref}} \). Go to step 2 for the next time step.

In Sections 3.2.1 and 3.2.2 the following procedure is applied in order to solve \( \mathcal{P}(\mathbf{x}', \mathbf{v}', \sigma') \) at each time step. First of all the stress \( \sigma' \) is expressed in terms of \( \mathbf{v}' \) by one of the constitutive models of section 2.4. As a result (3.11) becomes a non-linear spatial problem in terms of \( \mathbf{v}' \). In the remainder of this section we focus on solving this non-linear problem.

The second step is the spatial discretisation of (3.11) with the finite element method which results in a non-linear problem \( \mathcal{P}_h \) in terms of the nodal point velocities \( \mathbf{v} \). In this work we use the 4-node quadrilateral plane strain element and the 6-node triangular plane strain element (see Figure 3.3). For both the elements a constant pressure field is assumed. The pressure variable \( p \) is eliminated from the system of equations using the penalty method which is worked out in Appendix A.

![Figure 3.3: Quadrilateral and triangular plane strain element.](image)

After the discretisation with the finite element method we obtain the problem \( \mathcal{P}_h \) in terms of the nodal point velocities \( \mathbf{v} \) that is expressed in the following form:

\[
\mathcal{P}_h(\mathbf{v}) = \mathbf{K} \cdot \mathbf{v} - \mathbf{F} = 0,
\]  
(3.15)
Figure 3.4: Predictor–corrector method.
where the terms $K$ and $F$ also depend on the nodal velocities $V$. This non-linear problem $P_h(V)$ is numerically solved with an iteration method. During the iterations the set of equations $P_h(V)$ are approximated by the set of equations $R_h(V)$. This iteration method consists of a predictor and a corrector step, which we discuss now.

**Predictor step**

In the predictor step $R_h$ is linearised with respect to $V$ and subsequently $\Delta V$ is calculated from this linearised system of equations (see Figure 3.5):

$$R_h(V + \Delta V) \approx R_h(V) + \frac{\partial R_h(V)}{\partial V} \cdot \Delta V,$$

(3.16)

where $\frac{\partial R_h}{\partial V}$ is called the tangential stiffness matrix.

![Figure 3.5: Schematic representation of the predictor step.](image)

In the $k^{th}$ iteration the following linear system of equations is solved:

$$R_h(V_{k+1} + \Delta V_k) \approx R_h(V_{k+1}) + \frac{\partial R_h(V_{k+1})}{\partial V} \cdot \Delta V_k = 0.$$

(3.17)

Using (3.15) the following approximation is performed:

$$\left( \frac{\partial R_h}{\partial V} \right)_{k+1} \approx K_{k+1}.$$

(3.18)

As already mentioned the terms $K$ and $F$ depend on the solution $V$. Together with (3.15) the following linear system of equations is obtained:

$$K_{k+1} \cdot \Delta V_k = F_{k+1} - K_{k+1} \cdot V_{k+1},$$

(3.19)

from which $\Delta V_k$ can be calculated.
Corrector step

In the corrector step we correct for the non-linearity of the problem. First the velocity is updated:

\[ \mathbf{V}_k = \mathbf{V}_{k-1} + \Delta \mathbf{V}_k. \quad (3.20) \]

Then the domain and the stress are updated using the velocity \( \mathbf{V}_k \) and the set of equations becomes:

\[ \mathcal{R}_h(\mathbf{V}_k) = \mathbf{F}_k - \mathbf{K}_k \cdot \mathbf{V}_k. \quad (3.21) \]

The iteration process has converged when it satisfies:

\[ \frac{\| \mathcal{R}_h(\mathbf{V}_k) \|}{\| \mathbf{K}_k \cdot \mathbf{V}_k \|} \leq C_R, \quad (3.22) \]

for some (small) \( C_R \) (the unbalance criterion). If (3.22) is not satisfied a next iteration is performed with the updated situation until convergence is reached (see Figure 3.4).

In the following two sections the discretisation method is discussed in more detail in the case of a viscoplastic and an elastoplastic model. Since the approach differs essentially in both cases they are treated separately in Sections 3.2.1 and 3.2.2.

### 3.2.1 Viscoplastic model

The objective of this section is to describe the spatial discretisation of (3.11) in the case of a viscoplastic model and a material velocity field that is assumed to be incompressible. For clarity the indication ' is omitted in the remainder of this section.

The kinematically admissible velocity field \( \mathbf{v} \) has to be in the set of functions \( \mathcal{V}_{\text{div}} \):

\[ \begin{cases} \mathbf{v} = \mathbf{v}_0 & \text{on } \Gamma_v, \\ (\nabla \cdot \mathbf{v}) = 0 & \text{on } \Omega. \end{cases} \quad (3.23) \]

Consequently the kinematically virtual velocity field \( \mathbf{v}^* \) has to be in \( \mathcal{V}_{\text{div}}^* \):

\[ \begin{cases} \mathbf{v}^* = 0 & \text{on } \Gamma_v, \\ (\nabla \cdot \mathbf{v}^*) = 0 & \text{on } \Omega. \end{cases} \quad (3.24) \]
Using the symmetry of $\sigma$ and $(\nabla \cdot \mathbf{v}^*) = 0$ the left hand side of (3.11) is rewritten as follows:

$$\int_\Omega (\mathbf{v}^* \nabla) : \sigma \, d\Omega = \int_\Omega L^* : \sigma \, d\Omega = \int_\Omega \mathbf{D}^* : \mathbf{s} \, d\Omega. \tag{3.25}$$

So when (3.25) is substituted into (3.11) the hydrostatic pressure $p$ does not appear into virtual work equation:

$$\int_\Omega \mathbf{D}^* : \mathbf{s} \, d\Omega = \int_{r_C} \mathbf{v}^* \cdot \mathbf{T}_f \, d\Gamma + \int_{r_C} \mathbf{v}^* \cdot \mathbf{n} \sigma_n \, d\Gamma^*$$

$$+ \int_{r_T} \mathbf{v}^* \cdot \mathbf{T} \, d\Gamma^* \Rightarrow \forall \mathbf{v}^* \in \mathcal{V}^\text{div} \tag{3.26}$$

and

$$\int_{r_C} \lambda^* h(\mathbf{v}) \, d\Gamma \leq 0, \ \forall \lambda^*.$$

The deviatoric stress $\mathbf{s}$ is determined by the instantaneous velocity field $\mathbf{v}$ so the Norton–Hoff model (2.33) is substituted directly into (3.26). The functions $\mathbf{T}_f$ (2.62) and $h(\mathbf{v})$ (A.15) are also described in terms of the velocity field $\mathbf{v}$ but these functions are not substituted here for the sake of clarity:

$$\int_\Omega 2K (\sqrt{\frac{\varepsilon}{2}})^{n_{\text{eq}}} \mathbf{D}^* : \mathbf{D} \, d\Omega = \int_{r_C} \mathbf{v}^* \cdot \mathbf{T}_f \, d\Gamma$$

$$+ \int_{r_C} \mathbf{v}^* \cdot \mathbf{n} \sigma_n \, d\Gamma + \int_{r_T} \mathbf{v}^* \cdot \mathbf{T} \, d\Gamma^* \Rightarrow \forall \mathbf{v}^* \in \mathcal{V}^\text{div} \tag{3.27}$$

and

$$\int_{r_C} \lambda^* h(\mathbf{v}) \, d\Gamma \leq 0, \ \forall \lambda^*.$$

Eq. (3.27) is completely described in the velocity field $\mathbf{v}$ which has to fulfill the boundary conditions on $\Gamma_v$ and the incompressibility condition (see (3.23)). However it is inconvenient to construct velocity fields $\mathbf{v}$ and $\mathbf{v}^*$ that fulfill $a \text{ priori}$ the incompressibility condition. Therefore the incompressibility
condition is added as a constraint in the same way as is done for the non-penetration condition $h(v)$. As a result the following Lagrange multiplier problem is obtained:

$$
\int_{\Omega} 2K(\sqrt{\frac{3}{2}F}) \varepsilon_{\text{map}} \, \text{dev} \, D^* : D \, d\Omega - \int_{\Omega} (\nabla^* \cdot v^*) \, p \, d\Omega = 0
$$

$$
\begin{align*}
\int_{\Gamma_C} v^* \cdot \tau_{\text{fr}} \, d\Gamma + \int_{\Gamma_C} v^* \cdot n \, \sigma_n \, d\Gamma + \int_{\Gamma_T} v^* \cdot T \, d\Gamma & \quad \forall v^* \in \mathcal{V}^* \quad (3.28)
\end{align*}
$$

and

$$
\begin{align*}
\int_{\Gamma_C} \lambda^* h(v) \, d\Gamma & \leq 0, \quad \forall \lambda^*.
\int_{\Omega} p^*(\nabla^* \cdot v) \, d\Omega & = 0, \quad \forall p^*.
\end{align*}
$$

where the Lagrange multiplier $p$ is the hydrostatic pressure which is an independent variable. This mixed formulation can also be interpreted as a minimisation problem with constraints [64].

In Appendix A the problem (3.28) is spatially discretised with the finite element method and a penalty method is used for both Lagrange multipliers $p$ and $\sigma_n$. They are locally eliminated which results in a system of equations that can globally be written as:

$$
\mathcal{R}_h(V) = K \cdot V - F = 0. \quad (3.29)
$$

This discretised problem $\mathcal{R}_h(V)$ is non-linear in $V$. The predictor--corrector method described by (3.16) to (3.22) is applied to solve this system of equations.

### 3.2.2 Elastoplastic model

Again the aim is to solve (3.11) but now using an elastoplastic constitutive model:

$$
\begin{align*}
\int_{\Omega'} (v^* \cdot \nabla') : \sigma' \, d\Omega' = \int_{\Gamma_C'} v^* \cdot \tau_{\text{fr}} \, d\Gamma' + \int_{\Gamma_C'} v^* \cdot n' \, \sigma'_n \, d\Gamma' \\
+ \int_{\Gamma_T'} v^* \cdot T' \, d\Gamma', \quad \forall v^* \in \mathcal{V}^* \quad (3.30)
\end{align*}
$$
and
\[ \int_{r'_C} \lambda^* h'(v) \, d\Gamma \leq 0, \quad \forall \lambda^*. \]

In the elastoplastic case the Jaumann rate of the Cauchy stress \( \dot{\sigma} \) follows from the velocity \( v \) (see (2.50)). This in contrast with the viscoplastic model where \( \sigma' \) is calculated using the velocity \( v \) by (2.33). This results in a different approach in the case of an elastoplastic model. The Cauchy stress \( \sigma' \) is now also depending on the history of the Cauchy stress \( \sigma_{ref} \). In order to obtain \( \sigma' \) in an updated Lagrangian method the material time derivative \( \dot{\sigma} \) has to be integrated in time (see (3.14)).

In most cases the elastic deformation is negligibly small compared to the plastic deformation. Since the plastic deformation is assumed to be incompressible the problem is said to be quasi-incompressible. As a result volume locking can occur which means that too much incompressibility constraints are applied compared to the number of unknowns of the velocity \( V \). In order to prevent volume locking the hydrostatic pressure is reduced integrated [64]. This means that the hydrostatic pressure \( p \) is integrated with a smaller number of integration points than the deviatoric stress \( s \). For this reason the stress tensor is split into the deviatoric stress and the hydrostatic pressure:
\[ \sigma_0 = s' - \rho' I. \]  \tag{3.31} 

Using the elastoplastic model (2.50) the constitutive equation for the rate of the pressure \( \dot{p} \) that is purely elastic is written as
\[ \ddot{p} = -C_b \text{tr}(D). \]  \tag{3.32} 

The weak form in which the incremental constitutive equation for \( \dot{p} \) is added as a constraint becomes
\[ \int_{r'_C} (v^* \nabla) : (s' - \rho' I) \, d\Omega = \int_{r'_C} v^* \cdot \tau' \, d\Gamma 
+ \int_{r'_C} v^* \cdot n' \sigma'_n \, d\Gamma + \int_{r'_C} v^* \cdot T' \, d\Gamma , \quad \forall v^* \in \mathcal{V}^* \]  \tag{3.33} 

and
\[ \int_{r'_C} p^*(p' - \rho_{ref} + C_b \text{tr}(D) \Delta t) \, d\Omega = 0, \quad \forall p^*; \]
\[ \int_{r'_C} \lambda^* h'(v) \, d\Gamma \leq 0, \quad \forall \lambda^*. \]
In Appendix A the finite element discretisation is written down in detail which results in the following system of equations:

\[
\mathcal{R}_h(V) = Q_M + K_C \cdot (V - V_{nol}) - F_T + F_C = 0. \tag{3.34}
\]

where \( Q_M \) stands for the discretisation of \( \delta W_{\text{int}} \) (the left hand side of (3.33)) which includes the time integration of the stress rate. \( \mathcal{R}_h \) is solved with the predictor-corrector method which is discussed next.

**Predictor step**

In this section we focus on the linearisation of the term \( Q_M \Gamma \) since the other terms of (3.34) can be treated in the same way as in the case with a viscoplastic model (see Section 3.2.1 and Appendix A). In order to obtain a stiffness matrix of \( \delta W_{\text{int}} \Gamma \) we have to determine the part of (3.33) that depends on the material velocity \( v \). Therefore the left hand side of (3.33) is rewritten in the following form:

\[
\delta W'_{\text{int}} \approx \delta W_{\text{int,Ref}} + \delta W_{\text{int}} \Delta t, \tag{3.35}
\]

where \( \delta W_{\text{int,Ref}} \) is the internal virtual work at the beginning of the time step. The second term on the right hand side depends on \( v \) and this term is used for the linearisation of the predictor step. The second term on the right hand side is the so-called *weak rate form* of internal virtual work. The weak rate form is considered in order to obtain the stiffness matrix needed for the linearisation of the predictor step. The same method is applied as in [38] where the linearised expression of virtual work in the ALE method is derived. In order to determine the time derivative at a constant \( X_{\text{ref}} \Gamma \) the integral is first transformed to the updated Lagrangian coordinates (using (2.11) and (2.12)):

\[
\delta W_{\text{int}} = \int_{\Omega} (v^* \nabla_{X_{\text{ref}}} \cdot \sigma) d\Omega = \int_{\Omega} \left( \frac{\partial v^*}{\partial X_{\text{ref}}} \cdot \frac{\partial X_{\text{ref}}}{\partial x} \right) \cdot \sigma d\Omega \tag{3.36}
\]

\[
= \int_{\Omega_{X_{\text{ref}}}^*} (v^* \nabla_{X_{\text{ref}}} \cdot (\sigma \cdot F^{\text{ex}}) J) d\Omega. \tag{3.37}
\]

The weak rate formulation becomes

\[
\delta \hat{W}_{\text{int}} = \int_{\Omega_{X_{\text{ref}}}^*} (v^* \nabla_{X_{\text{ref}}} \cdot (\sigma \cdot F^{\text{ex}} J + \sigma \cdot F^{\text{ex}} J + \sigma \cdot F^{\text{ex}} J)) d\Omega. \tag{3.38}
\]
Taking the time derivative of $\mathbf{v}^*$ would result in weighting the equilibrium equations of the beginning of the time step [26]. Therefore $\mathbf{v}^*$ is taken independent of time. In the case the linearisation is less accurate the convergence of the predictor-corrector mechanism is slower. In the corrector step the original weak form (3.33) is considered.

Now we determine the time derivatives of (3.38). First $\dot{\sigma}$ is obtained by the elastoplastic model (2.50) which gives an expression for the Jaumann derivative of the Cauchy tensor $\dot{\sigma}$ (2.31):

$$\dot{\sigma} = \mathbf{D} - \mathbf{W} \cdot \sigma + \sigma \cdot \mathbf{W} = \mathbf{L}^S : \mathbf{D} - \dot{\mathbf{p}} \mathbf{1}. \quad (3.39)$$

Secondly, we use the following relations:

$$\dot{\mathbf{j}} = \text{tr}(\mathbf{D}) \mathbf{j} \quad ; \quad \mathbf{F}^\text{eff} = -\mathbf{L}^{\mathbf{T}} \cdot \mathbf{F}^\text{eff}. \quad (3.40)$$

Substituting (3.39) and (3.40) into (3.38) we obtain:

$$\delta W_{\text{int}} = \int_{\Omega} \left( \mathbf{v}^* \nabla^\mathbf{X}_{\text{new}} \right) : \left( (\mathbf{D} - \mathbf{W} \cdot \sigma + \sigma \cdot \mathbf{W}) - \dot{\mathbf{p}} \mathbf{1} \right) \right) \cdot \mathbf{F}^\text{eff} \mathbf{j} \, d\Omega. \quad (3.41)$$

Using (2.24) and some manipulations results in:

$$\delta W_{\text{int}} = \int_{\Omega} \left( \mathbf{v}^* \nabla^\mathbf{X}_{\text{new}} \right) : \left( (\mathbf{L} \cdot \sigma - \mathbf{D} \cdot \sigma - \sigma \cdot \mathbf{D} + \mathbf{L}^S : \mathbf{D} - \dot{\mathbf{p}} \mathbf{1} + \mathbf{tr}(\mathbf{D}) \right) \cdot \mathbf{F}^\text{eff} \mathbf{j} \, d\Omega. \quad (3.42)$$

The last step in the linearisation is the transformation back to the current coordinates:

$$\delta W_{\text{int}} = \int_{\Omega} \mathbf{L}^* : (\mathbf{L} \cdot \sigma) \, d\Omega - \int_{\Omega} (\mathbf{tr}(\mathbf{L}^*) \cdot \dot{\mathbf{p}}) \, d\Omega$$

$$+ \int_{\Omega} \mathbf{D}^* : (-\mathbf{I} \cdot \sigma - \sigma \cdot \mathbf{I} + \mathbf{L}^S + \sigma \mathbf{1}) : \mathbf{D} \, d\Omega. \quad (3.43)$$

The constraint for the constitutive equation of the pressure (3.33) gives the expression for $\dot{\mathbf{p}}$:

$$\int_{\Omega} p^* (\dot{\mathbf{p}} + C_b \mathbf{tr}(\mathbf{D})) \, d\Omega = 0, \quad \forall p^* \quad (3.44)$$
In Appendix A the finite element discretisation of this linearised expression for internal virtual work \((3.43)\) and the constraint for the pressure \((3.44)\) is written down in detail. The pressure variable is locally eliminated which results in a reduced integration scheme with the nodal velocity \(V\) as the only variable to solve. Using this linearisation for \(Q_M\) we use the stiffness matrix \(K_M\) in the linearisation of the predictor step. The linearised expression becomes:

\[
\delta \dot{W}_{\text{int}} = K_M \cdot V
\]  

(3.45)

The other terms of \(R_h(V)\) in \((3.34)\) are linearised as in the case with a viscoplastic model (see Section 3.2.1 and Appendix A). As a result we have a system of equations of the form \((3.15)\). From this linearised system of equations the nodal velocities are solved in the predictor step. Next we correct for the non-linearities of \(R_h(V)\) in the corrector step which is discussed in the following section.

**Corrector step**

In the corrector step first the velocity is updated with the solution of the predictor step. The weak formulation of equilibrium is calculated with this updated velocity

\[
R_h(V) = Q_M - K_C \cdot (V - V_{\text{tool}}) - F + F_C = 0.
\]  

(3.46)

In this section the updating of the internal work \(Q_M\) is discussed. The other terms of \((3.46)\) are updated as in the corrector step in the case of a viscoplastic model. \(Q_M\) is written in the following form (see Appendix A):

\[
Q_M = \int_{\Omega^t} ((B_d)^T: s' - (B_d)^T: p') \, d\Omega.
\]  

(3.47)

where \(B_i\) represents the isotropic part of \(B\) and \(B_d\) the deviatoric part of \(B\). The term with the pressure \(p'\) is reduced integrated.

The coordinates are updated with the material displacement:

\[
x' = x_{\text{ref}} + \Delta u.
\]  

(3.48)

where \(\Delta u = (V_{\Delta t} + \Delta V_k)\Delta t\) for the \(k\)th iteration. In order to determine spatial derivatives we use the domain half-way along the time step \(x_{\frac{\Delta}{2}}\):

\[
x_{\frac{\Delta}{2}} = x_{\text{ref}} + \frac{1}{2} \Delta u.
\]  

(3.49)
where the subscript $\frac{1}{2}$ indicates this domain. The total strain increment $\Delta \epsilon$ is approximated as:

$$\Delta \epsilon = \frac{1}{2} (\Delta \mathbf{u} \cdot \nabla \phi + \nabla \phi \cdot \Delta \mathbf{u}).$$

(3.50)

The stress $\sigma'$ is obtained by integration of the constitutive model (2.50):

$$\bar{\sigma} = \mathbf{L} \hat{s} : \mathbf{D} + C_b \text{tr}(\mathbf{D}) \mathbf{1} = \hat{s} - p \mathbf{1}.$$

(3.51)

Using (2.50) the elastic pressure $p'$ is calculated with:

$$p' = p_{\text{ref}} - C_b \text{tr}(\mathbf{D}) \Delta t = p_{\text{ref}} - C_b \text{tr}(\Delta \epsilon).$$

(3.52)

The term with $p'$ in (3.47) is reduced integrated. The hydrostatic pressure $p'$ is constant per element.

The deviatoric stress $s'$ in (3.47) is obtained by integrating the stress rate $\hat{s}$. At each corrector step the integration is carried out from the initial stress of the time step $s_{\text{ref}}$ because the iteration method should not result in different path dependent behaviour. In Figure 3.6 it is shown that the final yield surface $\phi' = \phi_3$ is a result of the path performed during the iterations as the integration is performed with the stress of the previous iteration.

The calculation of $s'$ is performed in two steps. First, the $\hat{s}$ described by the constitutive model (3.51) is integrated for which we apply the mean normal method. During this integration the pressure $p'$ remains unchanged when a Von Mises yield criterion is used. For other methods for the integration of the constitutive model the reader is referred to [45].
The obtained stress $\sigma^{tR} = s^{tR} - p'$ is corotated with the rotation during the time step. The second step consists of rotating back this corotated stress $\sigma^{tR}$ to $\sigma^t$ which is used in (3.47). The spin tensor $\mathbf{W}$ is employed to obtain the rotation of the time step. The spin tensor $\mathbf{W}$ is approximated by

$$\mathbf{W} = \frac{1}{2}(\mathbf{v} \nabla_{\mathbf{r}} - \nabla_{\mathbf{r}}^\mathbf{v}).$$

(3.53)

So we can write

$$\tilde{\mathbf{W}} = \begin{bmatrix} 0 & \omega \\ -\omega & 0 \end{bmatrix},$$

(3.54)

where $\omega = \frac{1}{2}(\frac{\partial v_y}{\partial y} - \frac{\partial v_x}{\partial x})$. In case of a rigid rotation with a constant spin tensor $\tilde{\mathbf{W}}$ the rotation $\mathbf{R}$ is described by the following equation (using (2.26)):

$$\tilde{\mathbf{W}} = \mathbf{R} \cdot \mathbf{R}^{\text{std}}.$$ (3.55)

Integration of (3.55) gives:

$$\int_{t=0}^{t=\Delta t} \tilde{\mathbf{W}} \, dt = \ln \left( \frac{\mathbf{R}(\Delta t)}{\mathbf{R}(0)} \right).$$

(3.56)

The solution for $\mathbf{R}(\Delta t)$ of this differential equation is:

$$\mathbf{R}(\Delta t) = \exp(\tilde{\mathbf{W}} \Delta t) \mathbf{R}(0) = \sum_{n=0}^{\infty} \frac{1}{n!}(\tilde{\mathbf{W}} \Delta t)^n \mathbf{R}(0).$$

(3.57)

In the updated Lagrangian method the initial rotation of the beginning of a time step $\mathbf{R}(0)$ is equivalent to $\mathbf{1}$. Then the expansion (3.57) equals

$$\mathbf{R}(\Delta t) = \begin{bmatrix} \cos(\Delta \omega) & -\sin(\Delta \omega) \\ \sin(\Delta \omega) & \cos(\Delta \omega) \end{bmatrix},$$

(3.58)

where $\Delta \omega = \frac{1}{2}\Delta t(\frac{\partial v_y}{\partial y} - \frac{\partial v_x}{\partial x})$. The corotated Cauchy stress $\sigma'^R$ is then back-rotated to the current coordinate system by:

$$\sigma' = \mathbf{R} \cdot \sigma'^R \cdot \mathbf{R}^T.$$ (3.59)

This can be interpreted as a transformation according to the Mohr circles. Since the Von Mises yield criterion is used in this work the back-rotated stress also satisfies the yield criterion. For more elaborated schemes to obtain the rotation tensor by polar decomposition or the application of incrementally objective schemes the reader can consult [29]: these schemes carry out a rigid rotation exactly.

Knowing $\sigma'$ we can update the complete expression (3.47) for internal virtual work $Q_m$. 
3.3 Arbitrary Lagrangian–Eulerian method

The ALE method used in this work is also a discretisation method in time similar to the updated Lagrangian method. However, in contrast to the updated Lagrangian method the state variables are written in terms of the referential coordinate $\mathbf{x}_{\text{ref}}$. At the end of each time step the referential situation is updated with the current situation. The coordinate $\mathbf{x}_{\text{ref}}$ is labeled with the spatial coordinates at the beginning of the time step. In Figure 2.1 it is shown that the referential coordinates in the updated Lagrangian method and in the ALE method are both labeled with the spatial coordinates at the beginning of a time step. At the end of a time step the spatial positions $\mathbf{x}'$ differ in both cases. However, the same spatial domain $\Omega'$ is described by both methods.

![Diagram of ALE method with referential path and updated Lagrangian method with material path.](image)

**Figure 3.7:** Spatial domains with the coordinates $\mathbf{X}_{\text{ref}}$ and $\mathbf{x}_{\text{ref}}$.

It is sometimes also called the *Updated Arbitrary Lagrangian Eulerian method* [2]. The initial situation at the beginning of a time step is denoted as $\Omega_{\text{ref}}, \mathbf{v}_{\text{ref}}$, and $\mathbf{v}'$, and the current situation at the end of the increment indicated with the superscript $'$. The weak form of equilibrium (3.10) has to be fulfilled for $\Omega'$, $\mathbf{v}'$ and $\mathbf{\sigma}'$ while knowing the situation at the beginning of the time step:

$$
\int_{\Omega'} (\mathbf{v}' \cdot \nabla) : \mathbf{\sigma}' \, d\Omega = \int_{\Gamma_C'} \mathbf{v}' \cdot \mathbf{T}' \, d\Gamma + \int_{\Gamma_C'} \mathbf{v}' \cdot \mathbf{n}' \mathbf{\sigma}_n' \, d\Gamma
$$

$$
\quad + \int_{\Gamma_T} \mathbf{v}' \cdot \mathbf{T} \cdot \mathbf{v}' \, d\Gamma, \quad \forall \mathbf{v}' \in \mathcal{V}'
$$

(3.60)
and
\[ \int_{\Gamma} \lambda^* h'(\upsilon) \, d\Gamma \leq 0, \quad \forall \lambda^*. \]

The same methodology of updating of the coordinates and the state variables as with the updated Lagrangian method (3.12)/(3.13) and (3.14) is applied. However, in the ALE method this updating is performed with constant referential coordinate \( \chi_{\text{ref}} \). The updating of the coordinates becomes:
\[
\chi' \approx \chi_{\text{ref}} + \frac{\partial \chi}{\partial t} \bigg|_{\chi_{\text{ref}}} \Delta t = \chi_{\text{ref}} + \mathbf{v}_g \Delta t = \chi_{\text{ref}} + \Delta \mathbf{u}_g, \tag{3.61}
\]
where the mesh velocity \( \mathbf{v}_g \) has to be determined in some way which will be discussed in Chapter 4. The calculation of the mesh velocity has to result in a spatial domain \( \Omega' \) that is approximately the same as in the updated Lagrangian method (see Figure 2.1).

The state variables \( \bar{\varepsilon} \) and \( \boldsymbol{\sigma} \) are described by the material time derivative. The relation between the material time derivative and the grid time derivative with a constant referential coordinate \( \chi_{\text{ref}} \) of a state variable \( \zeta \) is given by (2.8):
\[
\dot{\zeta} = \left. \frac{d\zeta}{dt} \right|_{\chi_{\text{ref}}} = \left. \frac{\partial \zeta}{\partial t} \right|_{\chi_{\text{ref}}} + \mathbf{v}_c \cdot \frac{\partial \zeta}{\partial \chi}, \tag{3.62}
\]
where \( \mathbf{v}_c = \mathbf{v} - \mathbf{v}_g \) is called the convective velocity. Using (3.62) a state variable \( \zeta \) is updated according to (7):
\[
\zeta' \approx \zeta_{\text{ref}} + \left. \frac{\partial \zeta}{\partial t} \right|_{\chi_{\text{ref}}} \Delta t

\approx \zeta_{\text{ref}} + \left( \zeta - \mathbf{v}_c \cdot \frac{\partial \zeta}{\partial \chi} \right) \Delta t \tag{3.63}

\approx \zeta_{\text{ref}} + \left. \frac{\partial \zeta}{\partial t} \right|_{\chi_{\text{ref}}} \Delta t = \zeta_{\text{ref}} + \Delta \zeta_g.
\]
The domain \( \Omega' \) is obtained with the mesh velocity \( \mathbf{v}_g \). So (3.60) is coupled with the calculation of the mesh velocity. The mesh velocity is an independent variable in the problem (3.60). As a result the number of degrees of freedom to be solved for the problem (3.60) is doubled.

In comparison with the updated Lagrangian method it is more difficult to update state variables as the mesh is no longer connected to the same material points throughout the calculation. In the case of the ALE method a convective term appears when a material associated parameter has to be updated. The effect of this problem is demonstrated below for the case of a viscoplastic model and for the case of an elastoplastic model.
3.3 Arbitrary Lagrangian–Eulerian method

**Viscoplastic model**

In the case of a viscoplastic model \( \sigma \) follows directly from the instantaneous material velocity field \( \mathbf{v} \) (see (2.33)). So we do not need to integrate a stress rate as in the elastoplastic case. The equivalent plastic strain is a state variable that must be determined by (3.63):

\[
\frac{\partial \varepsilon}{\partial t} = \dot{\varepsilon} - \mathbf{v}_c \cdot \nabla(\varepsilon),
\]

(3.64)

where \( \dot{\varepsilon} \) is the material time derivative of \( \varepsilon \) which is used in the updated Lagrangian method. The weak form of equilibrium in the ALE method (3.60) is coupled with the calculation of the mesh velocity by the calculation of \( \mathbf{x}' \) and \( \varepsilon' \). This non-linear system of equations can be solved by the predictor–corrector method of page 311 but that is not considered here.

In that case the material velocity \( \mathbf{v} \) and the mesh velocity \( \mathbf{v}_n \) are solved in the predictor step. The correction of non-linearities is performed in the corrector step and the weak form of equilibrium is checked on the domain \( \Omega' \). In [25] a viscoplastic material model is applied in dynamic problems without path dependence.

**Elastoplastic model**

In the case of an elastoplastic model the stress has also to be obtained by integration of the time derivative with constant referential coordinates (3.63):

\[
\frac{\partial \sigma}{\partial t} = \dot{\sigma} - \mathbf{v}_c \cdot \nabla(\sigma).
\]

(3.65)

As a result a convective term for the Cauchy stress must be taken into account when (3.60) is solved for an elastoplastic model. So the mesh velocity influences (3.60) by the calculation of \( \mathbf{x}' \varepsilon' \) and \( \sigma' \). This problem can be solved again with a predictor–corrector method. The tangential stiffness matrix has to be determined in a similar way as in the updated Lagrangian method for an elastoplastic model (see Section 3.2.2). In [38] the tangential stiffness matrix is derived by linearisation of the weak form of equilibrium (3.60).

The correction for the non-linearities are performed in the corrector step and subsequently (3.60) is checked on the domain \( \Omega' \) obtained with the mesh velocity. In [4] [38] and [37] path dependent material behaviour is assumed and a coupled ALE method is used to solve the equations.
3.3.1 Uncoupled ALE method

In this thesis we prefer to solve the set of equations (3.60) in an uncoupled way. In the uncoupled ALE method first an updated Lagrangian step is performed. In the updated Lagrangian step the weak form of equilibrium is solved as in the updated Lagrangian method (see Section 3.2). As a result we fulfill the equilibrium equations on the domain $\Omega$ which is obtained with the material displacements $\Delta u$. Secondly the mesh velocity $v_g$ is calculated. Finally a remap of state variables is carried out in order to obtain the values of the state variables on the domain $\Omega'$ which is obtained with the grid displacement $\Delta u_g$ (3.61). This remap of state variables consists of integrating the grid time derivative:

$$\frac{\partial g}{\partial t} = \dot{\zeta} - v_c \cdot \frac{\partial \zeta}{\partial x}.$$ \hspace{1cm} (3.66)

where $\dot{\zeta}$ is determined in the updated Lagrangian step and $v_c = v - v_g$ is determined with the updated Lagrangian step and the calculation of the mesh velocity $v_g$ (see Figure 3.2). So the remap of state variables consists of calculating the convective term in (3.66).

When the uncoupled approach is applied the equilibrium equations are disturbed by the remap step. In [2] it is shown that an uncoupled approach can be applied when the remap step is performed accurately. The uncoupled approach has some advantages with respect to the coupled approach. It simplifies the problem since the stiffness matrix does not contain convective terms and we can use the standard updated Lagrangian method. The number of degrees to be solved in the system of equilibrium equations is halved as only the material velocity $v$ has to be calculated. It is also not necessary to describe the mesh velocity in a set of equations. The uncoupled ALE method allows a greater freedom to determine a new element mesh.

In Chapter 4 several methods of the mesh management are shown and discussed. Subsequently in Chapter 5 the remap step is explained in more detail.
Figure 3.8: Flow chart of the uncoupled ALE method.
Chapter 4

Mesh management

In updated Lagrangian calculations the element mesh often becomes highly distorted. In order to overcome this problem we have two possibilities: perform a complete remeshing or apply the ALE method. In the ALE method a remeshing is performed at each time step and the topology of the mesh is kept intact. In the previous chapter the uncoupled ALE method used in this work was globally described. In this method first an updated Lagrangian step is performed, subsequently the mesh velocity is determined and finally a remap of state variables is carried out. The updated Lagrangian part of the ALE method was already described in detail in the previous chapter. The mesh management is the subject of the current chapter and the remap of state variables is discussed in Chapter 5.

Since in the uncoupled ALE method an updated Lagrangian step is carried out before the calculation of the mesh velocity $v_g$, the material velocity $v$ is assumed known in this chapter. The new mesh calculated with the mesh velocity can be defined according to various criteria. The mesh can be defined with the help of error estimators or error indicators. In such cases we obtain a refined mesh in areas e.g. with steep gradients of the solution. In this work the remeshing is mainly applied in order to prevent mesh distortion. The following requirements are considered for the remeshing method:

- It must accurately model the domain: no material should be generated or lost within the accuracy of the method.
- It must give optimum element shapes for ‘optimum’ numerical performance of the finite element discretisation.
- It must preserve the refinements of the initial mesh.
- It must be computationally efficient as the remeshing has to be performed at each time step.
It must be stable and robust.

The following relation exists between the domains $x_{\text{ref}}$ and $x'$:

$$x' = x_{\text{ref}} + \Delta u_g, \quad (4.1)$$

where the mesh displacement $\Delta u_g = v_g \Delta t$ and the mesh velocity $v_g$ is taken constant during a time step. For the updating of the mesh and the remap of state variables both the new domain $x'$ and the mesh displacement $\Delta u_g$ are required. Two types of methods are discussed: the transfinite mapping method of [46] (Section 4.1) and the Laplace method (Section 4.2). In the first method the new domain $x'$ is determined and subsequently the mesh displacement $\Delta u_g$ is calculated by (4.1). With the Laplace method the mesh velocity $v_g$ is described by the Laplace equation and subsequently the new domain $x'$ is determined by (4.1). Two discretisations of the Laplace equation are applied. First the centering method of [39] is described. This method becomes less effective in the case of distorted element meshes. For this reason a new method is introduced in Section 4.2.2 where the Laplace equation is discretised with the finite element method. This method is an improvement of the centering method in the case of distorted element meshes. Finally in Section 4.3 the remeshing methods are compared.

### 4.1 Transfinite mapping

In [46] the transfinite mapping method was used for the mesh management in the ALE method. This remeshing method requires an initial mesh with the same structure as described by [19] which is discussed in Section 4.1.1. In this work the transfinite mapping method is only applied to construct meshes with quadrilateral elements. It can also be applied to construct triangular meshes but that is not considered here. The initial mesh is obtained by first subdividing the material domain into a number of regions. Subsequently the boundaries of these regions are discretised. The discretisation of the interior of the regions follows from the discretisation of the boundaries. In Section 4.1.2 the remeshing technique with the transfinite mapping method in the ALE method is given.

#### 4.1.1 Construction of the initial mesh

The construction of the initial mesh consists of two steps. First the domain is subdivided into a number of quadrilateral regions where each region is bounded by four masterlines (see Figure 4.1). This is called the hierarchical
partitioning of the domain. The total number of regions that is needed mainly depends on the geometrical complexity of the domain. The masterlines are described, e.g., as a polynomial function or an elliptical arc. The ends of the masterlines are called the poles.

\[ x(\xi^i_1, \xi^j_2) = (1 - \xi^j_2) \Psi_1(\xi^i_1) + \xi^j_2 \Psi_2(\xi^i_1) + (1 - \xi^i_1) \Psi_3(\xi^j_2) + \xi^i_1 \Psi_4(\xi^j_2) - \xi^i_1 \xi^j_2 x(1,1) - (1 - \xi^i_1)(1 - \xi^j_2) x(0,0) \] (4.2)

As a result the nodal points in the interior of the region are determined by the discretisation of the boundaries and (4.2).

4.1.2 Remeshing method

The use of the transfinite mapping method for mesh management in the ALE method [46] is described in this section. Here we focus on the discretisation of the boundaries of a region according to a criterion. The nodal points in the
interior of a region again follow from this discretisation of the boundary by the bilinear operator \((4.2)\). We can distinguish three steps:

1. Updating of the boundaries with the material displacement;
2. Redistribution of the nodal points on the boundaries;
3. Calculation of the new nodal point coordinates.

The three steps are described below.

**Updating of the boundaries**

First the nodal points on the curves are updated with the material displacement \(\Delta u\) of the updated Lagrangian step:

\[
x_{\ell} = x_{\text{ref}} + \Delta u.
\] (4.3)

The coordinates of a nodal point on the ‘updated Lagrangian’ boundary is indicated as \(x_{\ell}\).

**Redistribution of the nodal points**

The redistribution of the nodal points on these updated curves is the crucial step of this remeshing method. It determines the quality of the new element mesh. First the two poles of the boundary are redistributed. Several possibilities exist for the position of the poles: the poles can be prescribed with the
material displacement or the poles can be kept at the corner of a tool. Then the internal nodal points of the boundary are redistributed over the boundary with the help of a positive weight function \( w \). We want the nodal points to be closer to each other where \( w \) is large and conversely further away from each other where \( w \) is small. For this reason the weight function \( w \) is evenly distributed across the segments of the boundary:

\[
w^k \Delta s^k = \text{constant},
\]

where \( w^k \) is the value of the weight function and \( \Delta s^k = s^{k+1} - s^k \) is the length of the \( k^{\text{th}} \) segment. With (4.4) the new position of the nodal points on the boundary is determined. We use the function \( E(s^i) \) to obtain an even distribution of \( w \) across the segments:

\[
E(s^i) = \sum_{k=1}^{\sqrt{i}} w^k \Delta s^k,
\]

where \( E \) can be interpreted as a length weighted with \( w \). Eq. (4.4) becomes in terms of the function \( E \) as follows:

\[
\Delta E_{k+1} = E(s^{k+1}) - E(s^k) = \text{constant}.
\]

First we calculate \( E(s^p) \) at the end of the updated Lagrangian boundary with \( E(s^i) \) where the boundary is assumed to consist of \( n \) nodal points. For the redistribution of the nodal points we demand \( (4.6) \) which gives the new value of \( E \) for nodal point \( i \):

\[
E(s^i) = \frac{(i - 1)}{(n - 1)} E(s^p), \quad 1 = 1, \ldots, n.
\]

Knowing \( E(s^i) \) we can calculate the new coordinate \( s^i \) by (4.5). The new coordinate \( s^i \) is indicated without a subscript. In Figure 4.3 the calculation of the new coordinate \( s^i \) is demonstrated. One can see that the segments are small where the weight function is large.

For example the weight function \( w \) can be taken equal to the absolute value of the gradient of stresses or strains. Then the weight function is used as an error indicator function. For a mesh with a global initial refinement \( \Delta s^{\text{init}} = \alpha \Delta s^1 \) and we keep this initial refinement intact by applying the weight function:

\[
w^k = \frac{1}{\alpha^{s_1}}.
\]

Eq. (4.8) is derived using \( \Delta s^{\text{init}} = \alpha \Delta s^1 \) and (4.4).
Figure 4.3: Example of a weight function $w$ and the weighted length $E$.

**Calculation of the new nodal point coordinates**

Knowing the new positions $s^i$ along the boundary $\Gamma$ the new coordinates $x^{\prime i}$ of these nodal points are now calculated. The new coordinates of the nodal points are obtained by an interpolation of updated Lagrangian coordinates $x_i$ (see Figure 4.4).

![Figure 4.4: Discrete representation of the curve.](image)

We suppose that the new position $x^{\prime i}$ of a nodal point $i$ is close to the updated Lagrangian position $x_i$ and that it lies between $x_i$ and $x_{i+1}$. We can use a first order Taylor expansion for nodal point $i$ which is the basis for the interpolation...
scheme:
\[ x'' = x'_i + (ds \frac{\partial x'_i}{\partial s}) + O((ds)^2). \] (4.9)

Assuming locally an approximate equidistant distribution of nodal points on the curve and the fact that the gradient can be approximated in an upwind manner we obtain:
\[ x'' = x'_i - C(x'_i - x'^{\text{cal}}_i), \] (4.10)

where the local Courant number \( C \) is defined by
\[ C = \frac{\tau'_i - s'_i}{\Delta s'^{\text{cal}}}. \] (4.11)

This can be interpreted as the linear interpolation between the \( x'_i \) and \( x'^{\text{cal}}_i \). The interpolation problem has the same characteristics as a convection problem. A first order interpolation scheme can result in an inaccurate description of the boundary. Therefore a higher order accurate interpolation method is used, namely the limited Lax–Wendroff scheme:
\[ x'' = x'_i - C(x'_i - x'^{\text{cal}}_i) \]
\[ - \frac{1}{2} C (1 - C) \left( \phi(r_i^{i+1}) (x'_i^{i+1} - x'_i) - \phi(r_i^{i-1}) (x'_i - x'^{\text{cal}}_i) \right), \] (4.12)

where the Van Leer limiter \( \phi \) is:
\[ \phi(r) = \frac{r + |r|}{1 + |r|} \quad \text{and} \quad r_i^{i+1} = \frac{x_i^{i+1} - x_i^{\text{cal}}}{x_i^{i+1} - x_i}. \] (4.13)

The limiter \( \phi \) is employed to suppress spurious oscillations which is necessary to calculate the new nodal coordinates in a stable way. When the limiters are equal to one the Lax–Wendroff scheme is third order accurate.

Now that all the boundaries of the regions are discretised the coordinates \( x'_i \) of the nodal points in the interior of the region are determined by (4.2). For the remap of state variables we need the mesh displacement \( \Delta u'_G \) which can be calculated using (4.1).

## 4.2 Laplace methods

In this section the mesh velocity \( v'_g \) is calculated instead of the new coordinates \( x'_i \). The mesh velocity \( v'_g \) is calculated such that mesh distortion is reduced.

Here the Laplace operator is used to describe the mesh velocity:
\[ \nabla^2 v'_g = 0. \] (4.14)
Eq. (4.14) tends to smooth steep gradients of the mesh velocity over the 
domain. Then the Laplace equation results in an updating of the new domain 
with a smoothed mesh velocity field. In this way we try to reduce mesh 
distortion. The mesh velocity $v_g$ has to result in the same evolution of the 
boundary as with the material velocity $v$. So the following boundary condition 
is applied:

$$v_g \cdot n = v \cdot n.$$  

(4.15)

The mesh velocity in the tangential direction at the boundary is described 
by the natural boundary condition of (4.14) which is used to improve the 
quality of the element mesh. For several nodal points on the boundary the 
mesh velocity is completely prescribed, which will be explained in the following 
sections. The centering method of [39] is a discretisation of the Laplace equation which 
is explained in Section 4.2.1. However, the centering method assumes a homo-

geneous distribution of nodal points. So this method is less effective in reducing 

mesh distortion in cases with a non-homogeneous distribution of nodal points. 
For this reason an alternative method in Section 4.2.2 is introduced. With this 
method the Laplace equation is discretised with the finite element method.

### 4.2.1 Centering method

The centering method for the six-node triangular element introduced in [39] 
is applied here. The mesh velocity is smoothed over the domain by taking 
the nodal mesh velocity $V_g^i$ equal to the average mesh velocity $\bar{V}_g$ of the 
neighbouring nodal points. This is equivalent to minimising the potential 

function

$$I = \sum_{i \in \Gamma_{CN}} (V_g^i - \bar{V}_g)^2,$$

(4.16)

which is calculated using the corner nodal points $\Gamma_{CN}$. The centering method 
represents a discretisation of the Laplace equation in the case of a homogeneous 
distribution of nodal points. The total set of nodal points consists of corner 
nodal points, midside nodal points (see Figure 4.5) and nodal points on the 
boundary of the domain. The calculation of the mesh velocity is specified for 
each subset of nodal points separately. For nodal points on the boundary the 
integral form of the boundary condition (4.15) must also be fulfilled.
Corner nodal points

For nodal points in the interior of the mesh the average velocity $\nabla g_i$ is specified by

$$
\nabla g_i = \frac{1}{N(\Theta)} \sum_{j \in \Theta} V_j,$$

where $\Theta$ contains the neighbouring corner nodal points of nodal point $i$ and $N(\Theta)$ is the number of nodal points in $\Theta$. If the nodal points are situated according to a rectangular grid we have the finite difference discretisation of the Laplace equation (see Figure 4.6).

Midside nodal points

For a midside nodal point $i$ the average mesh velocity becomes:

$$
\nabla g_i = \frac{1}{2}(V_{i-1} + V_{i+1}),
$$

where $(i-1)$ and $(i+1)$ denote the two corresponding corner nodal points on the same element side. If the midside nodal points are initially in the middle of an element side they also remain in the middle according to this definition.
Nodal points on boundary

At the boundary the boundary condition (4.15) must also be fulfilled. For the discretisation of the boundary condition at the free surface we want the total material flux to be equal to:

\[ \Phi = \int_\Gamma \mathbf{v} \cdot \mathbf{n} \, d\Gamma = \int_\Gamma V_x \cdot \mathbf{n} \, d\Gamma. \]  
(4.19)

Now the derivation of consistent normal \( \mathbf{n}_c \) [14] is given which makes it possible to impose (4.19) at a nodal point. The velocity component in the direction \( \mathbf{t}_c \) at a nodal point can be chosen freely as long as (4.19) is fulfilled.

Substituting the finite element approximation for the material velocity the material flux can be written as:

\[ \Phi = \int_\Gamma \mathbf{v} \cdot \mathbf{n} \, d\Gamma = \sum_i \mathbf{V}^i \int_\Gamma N^i \cdot \mathbf{n} \, d\Gamma, \]  
(4.20)

where \( i \) denotes the nodal points on the boundary. \( \mathbf{V}^i \) is decomposed in the normal and tangential consistent unity vectors:

\[ \mathbf{V}^i = V_{n}^i \mathbf{n}_c^i + V_{t}^i \mathbf{t}_c^i. \]  
(4.21)

Using

\[ t_{c,x} = n_{c,y} \text{ and } t_{c,y} = -n_{c,x}, \]  
(4.22)

and Figure 4.7 the components of \( \mathbf{V}^i \) become

\[ \begin{cases} V_{x}^i = V_{n}^i n_{c,x}^i + V_{t}^i n_{c,y}^i, \\ V_{y}^i = V_{n}^i n_{c,y}^i - V_{t}^i n_{c,x}^i. \end{cases} \]  
(4.23)

![Figure 4.7: Velocity at the boundary.](image)
Substituting this for $\Phi$ we obtain
\[
\Phi = \sum_i \left( V^i_n \left( n^i_{c,x} \int_{\Gamma} N^i n_x \, d\Gamma + n^i_{c,y} \int_{\Gamma} N^i n_y \, d\Gamma \right) + V^i_t \left( n^i_{c,y} \int_{\Gamma} N^i n_x \, d\Gamma - n^i_{c,x} \int_{\Gamma} N^i n_y \, d\Gamma \right) \right). \tag{4.24}
\]

The material flux is required to be independent of the nodal tangential velocity $V^i_t$. Then the normalised consistent normal vector becomes
\[
n^i_{c,x} = \frac{1}{|\mathbf{n}|} \int_{\Gamma} N^i n_x \, d\Gamma \quad ; \quad n^i_{c,y} = \frac{1}{|\mathbf{n}|} \int_{\Gamma} N^i n_y \, d\Gamma, \tag{4.25}
\]
where
\[
|\mathbf{n}| = \sqrt{\left( \int_{\Gamma} N^i n_x \, d\Gamma \right)^2 + \left( \int_{\Gamma} N^i n_y \, d\Gamma \right)^2}. \tag{4.26}
\]

Eq. (4.25) can be interpreted as a weighting of the normal vectors of the two adjacent elements (see Figure 4.8).

As a result the total flux $\Phi$ depends only on the normal components of $V^i$. Similarly the mesh velocity is decomposed into the normal and tangential directions:
\[
V^i = V^i_n \mathbf{n}^i + V^i_t \mathbf{t}^i. \tag{4.27}
\]

We prescribe the normal component of the mesh velocity:
\[
V^i_{n} = V^i \quad \tag{4.28}
\]
and (4.19) is automatically fulfilled.

The mesh velocity in the tangential direction $\mathbf{t}_c$ is used to improve the element
mesh. For a corner nodal point at the boundary \( \Gamma \) (4.17) is projected in the tangential direction:

\[
\nabla \mathbf{g} \cdot \mathbf{t}^i_c = \frac{1}{N(\Theta)} \sum_{j \in \Theta} \nabla \mathbf{g} \cdot \mathbf{t}^j_c.
\]

(4.29)

Using (4.18), we obtain for a midside nodal point at the boundary:

\[
\nabla \mathbf{g} \cdot \mathbf{t}^i_c = \frac{1}{2} (\nabla \mathbf{g}^{i-1} + \nabla \mathbf{g}^{i+1}) \cdot \mathbf{t}^i_c.
\]

(4.30)

For nodal points at the end of the contact with a tool or nodal points at a large curvature of the boundary we impose:

\[
\mathbf{V} = \mathbf{V}_g.
\]

(4.31)

**Solving the system of equations**

The solution of this coupled system of equations is the mesh velocity \( \mathbf{v}_g \). It is not necessary to obtain the exact solution for \( \mathbf{v}_g \) as it gives the element mesh on which we want to obtain the solution for the mechanical problem. For this reason an iterative solver is preferred for the solution of this coupled system of equations for \( \mathbf{v}_g \). The average velocity \( \nabla \mathbf{g} \) is calculated from the neighboring nodal point values of the previous iteration. This can be interpreted as the classical Jacobi iteration method. The matrix that determines the corner nodal points is symmetric and diagonally dominant. Since we prescribe the mesh velocity at certain nodal points (see (4.31)) these rows of the matrix are strictly diagonally dominant. This is a sufficient condition for convergence of the Jacobi iteration method. The midside nodal points are determined from the corresponding corner nodal points. The iteration process converges when the following condition is satisfied:

\[
\sqrt{\frac{\max(\Delta_k \nabla \mathbf{g} \cdot \Delta_k \nabla \mathbf{g})}{\max(\mathbf{V} \cdot \mathbf{V})}} < C_m,
\]

(4.32)

where \( \Delta_k \nabla \mathbf{g} \) is the difference in \( \nabla \mathbf{g} \) between the iterations \( k - 1 \) and \( k \) and \( C_m \) a small parameter. The value of \( C_m \) is discussed in Chapter 6. In general \( C_m = 1 \cdot 10^{-3} \) is sufficient to obtain a satisfactory mesh. For a given time step the solution for the mesh velocity of the previous time step is used as the initial value which turns out to be a good initial guess in general. This makes the iteration method more efficient than a direct method.
4.2.2 A finite element based method

The centering method is a discretisation of the Laplace equation on a homogeneous mesh. However, if the mesh is distorted, the centering method is not an accurate discretisation of the Laplace equation. As a result, the centering method is less effective in reducing mesh distortion. Hence, an alternative method which discretises the Laplace equation on the basis of the finite element method is introduced here. The total set of nodal points is again as with the centering method split up into a number of subsets of nodal points. The calculation of the mesh velocity is then given for each subset.

Corner nodal points

For the corner nodal points the following potential function \( \Phi(v_g, \lambda) \) is minimised:

\[
\Phi(v_g, \lambda) = \int_\Omega \frac{1}{2} (\nabla v_g) : (\nabla v_g) \, d\Omega + \int_\Gamma \lambda \, (v - v_g) \cdot n \, d\Gamma. \tag{4.33}
\]

The boundary condition is imposed with the help of the Lagrange multiplier \( \lambda \), that is zero in the interior of the domain. Weighting the derivatives of \( \Phi \) to \( v_g \) and \( \lambda \) results in the following equations:

\[
\int_\Omega (\nabla v_g) : (\nabla v^*) d\Omega - \int_\Gamma \lambda \, n \cdot v^* d\Gamma = 0, \quad \forall v^*, \tag{4.34}
\]
\[
\int_\Gamma (v - v_g) \cdot n \, \lambda^* d\Gamma = 0, \quad \forall \lambda^*. \tag{4.35}
\]

The first term of (4.34) represents the Laplace equation for the components of \( v_g \). The equations for the velocity components are coupled by the second term of (4.34) and by (4.35). The discretisation of the Laplace equation is performed with the standard Galerkin finite element method using linear triangular elements [64]. So with this discretisation the corner nodal points of the mesh are taken into account.

In the previous section it is shown by ((4.19) – (4.26)) that the integral form of the boundary condition (4.19) can be imposed for the velocity component in the direction of the consistent normal vector \( n_c \) for each nodal point separately. Therefore, the constraint equation (4.35) is imposed at the nodal point:

\[
(V^i - V^i_g) \cdot n^i_c = 0, \tag{4.36}
\]

where the nodal material velocity \( V \) is known. So only the components of \( V^i_g \) in the direction \( n^i_c \) are prescribed. Writing down this system of equations in
matrix form we obtain:
\[
\begin{bmatrix}
K_L & 0 & K_T^x \\
0 & K_L & K_T^y \\
K_T^x & K_T^y & 0
\end{bmatrix}
\begin{bmatrix}
V_{g,x} \\
V_{g,y} \\
\lambda
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
V \cdot n_c
\end{bmatrix}
\]  
(4.37)

where \(K_L\) represents the Laplace equation, \(K_T^x\) and \(K_T^y\) are due to the boundary condition.

**Midside nodal points**

For midside nodal points we use (4.18) of the centering method as we prefer midside nodal points to be located in the middle of the element sides:

\[
\vec{V}_g^i = \frac{1}{2}(V_{g,c}^{i-1} + V_{g,c}^{i+1}).
\]  
(4.38)

For a midside nodal point on the boundary we apply (4.30) of the centering method:

\[
\vec{V}_g^i \cdot t_c^i = \frac{1}{2}(V_{g,c}^{i-1} + V_{g,c}^{i+1}) \cdot t_c^i.
\]  
(4.39)

**Solving the system of equations**

The total system of equations is solved with a Jacobi iteration method (see (4.32). However if the Lagrange multiplier \(\lambda\) is calculated in a different way. If \(\lambda\) had been calculated with the Jacobi iteration method the boundary condition would be approximately fulfilled. For this reason \(\lambda\) is calculated from (4.37) for each nodal point by the Gaussian elimination method. The elimination is performed on the equation for the Lagrange multiplier \(\lambda\) and \(\lambda\) is calculated from this equation. Subsequently \(\lambda\) is substituted into the two corresponding Laplace equations for the \(x\)- and \(y\)-directions. As a result (4.19) is fulfilled at each Jacobi iteration step. This calculation method for \(\lambda\) results in two equations for each nodal point that are equivalent to prescribing the velocity in the direction \(n_c\) and to solving the natural boundary condition of the Laplace equation in the direction \(t_c\) (see also (4.29)). This can be shown by expressing the mesh velocity in components in the directions \(n_c\) and \(t_c\) and working out the obtained equations in these directions.

**4.3 Discussion**

In this chapter we have seen two types of methods: the transfinite method and the Laplace methods. In this section a short comparison of the basic
characteristics of these methods is presented. The transfinite mapping method is computationally efficient since the nodal points coordinates are simply calculated by (4.2) unlike the Laplace methods. There a coupled system of equations has to be solved to obtain the new element mesh. The system of equations is solved iteratively and a good initial guess is known. It should also be remarked that an exact solution is not necessary as it is the element mesh that is calculated and not the solution of the simulation. A disadvantage of the transfinite mapping method is that it imposes restrictions on the mesh topology as two opposite curves have to be discretised with the same number of elements. This makes the method less favourable for complex geometries where more than one region is needed (see e.g. a blanking simulation [62]). If the domain consists of more than one region the curves in the interior of the domain must also be discretised in the way described in section 4.1.2. Then it is difficult to control the mesh displacements in order to obtain satisfactory results. In the papers in which this mesh adaptation method is applied relatively simple geometries are used (see e.g. [17,44,47]). Also local refinements result in an unnecessarily large number of nodal points. As an example in Figure 4.9 a local refinement is desired in the upper right hand corner of the domain. However this refinement leads to an increase of the number of elements in the other regions. The Laplace method does not require limitations on the element topology: it can be applied to structured and unstructured meshes.

With the transfinite mapping method a good correlation exists between the discretisation of the masterlines and the interior of the region. As a result the mesh is structured and the shape of the elements is well controlled. With the Laplace methods the process of preventing mesh distortion is less controllable by the user. For more details and applications of the centering method the reader is referred to [16] and [39] where the centering method is applied to the simulation of the injection moulding process.
Chapter 5
Remap of state variables

The uncoupled ALE method has been sketched in Chapter 3. In the uncoupled
ALE method three steps can be distinguished: first an updated Lagrangian
step, then a remeshing step and finally a remap step. In the updated La-
grangian part the material velocity $\mathbf{v}$ and the material time derivatives of
the state variables are calculated. The mesh velocity $\mathbf{v}_g$ is obtained in the
remeshing step with a method from Chapter 4 where the mesh topology
remains the same. Then the coordinates of the nodal points are updated
using the mesh velocity (4.1):

$$
\mathbf{x}' = \mathbf{x}_{ref} + \mathbf{v}_g \Delta t,
$$

where the mesh velocity $\mathbf{v}_g$ is assumed to be constant in time during a time
step. Because of this updating of the nodal coordinates, the updating of a
state variable $\zeta$ has to be performed with the grid time derivative:

$$
\zeta' = \zeta_{ref} + \int_{t_0}^{t_f} \frac{\partial \zeta}{\partial t} dt,
$$

where the grid time derivative is

$$
\frac{\partial \zeta}{\partial t} = \dot{\zeta} - \mathbf{v}_c \cdot \nabla(\zeta),
$$

with the convective velocity $\mathbf{v}_c = \mathbf{v} - \mathbf{v}_g$. This updating of state variables is
called the remap of state variables and this is considered in this chapter. In the
case of a viscoplastic model the equivalent plastic strain $\varepsilon_p$ has to be updated
and in the case of an elastoplastic model also the components of the Cauchy
stress tensor have to be updated with the grid time derivative (see (3.65)).
From now on the remap of state variables is described for an arbitrary state
variable $\zeta$ which may represent e.g. any of the stress or strain components. The material time derivative $\zeta$ is calculated in the updated Lagrangian step. In the updated Lagrangian method where $\mathbf{v}_g = \mathbf{v}$ the convective term vanishes. The convective velocity $\mathbf{v}_c$ is generally not equal to zero in the ALE method. As the updated Lagrangian step and the remeshing step are performed before the remap step the material velocity $\mathbf{v}$ and the mesh velocity $\mathbf{v}_g$ are known. Therefore in this chapter the convective velocity $\mathbf{v}_c$ is also assumed to be known. The main topic of this chapter is the discretisation of the convective term in (5.3) within the framework of the ALE method. First we discuss various discretisation methods for the convection term which are evaluated according to several criteria in Section 5.1. Then two different approaches are described in Sections 5.2 and 5.3. Finally the two approaches are briefly compared in Section 5.4.

5.1 Convection problem

The topic of this chapter consists of numerically solving the remap problem for a state variable $\zeta$:

Find $\zeta^i$:

$$\zeta^i = \zeta_{\text{ref}} + \Delta \zeta_g,$$

where

$$\Delta \zeta_g = \int_{t_0}^{t_1} \frac{\partial \zeta}{\partial t} dt = \int_{t_0}^{t_1} (\zeta - \mathbf{v}_c \cdot \nabla \zeta) dt,$$

$$\zeta(x, t_0) = \zeta_{\text{ref}},$$

$$\mathbf{v}_c \cdot \mathbf{n} = 0 \quad \text{on } \Gamma$$

and $\zeta_{\text{ref}} \Gamma \zeta$ and $\mathbf{v}_c$ are given.

In Chapter 4 it is shown that the boundary after the remeshing should approximately coincide with the boundary obtained with the updated Lagrangian calculation. This is imposed through the condition $\mathbf{v}_c \cdot \mathbf{n} = 0$ on the boundary. Hence we do not require a further boundary condition for the state variable $\zeta$ for the remap problem. Another characteristic of this problem is that in general the state variable $\zeta$ has to be calculated for the integration points of the elements. Using the element structure of the finite element calculation...
we obtain discontinuous distributions of $\zeta$ between elements that have to be remapped. The discretisation method for (5.4) must account for this fact in order to obtain an efficient and accurate method.

The remeshing step of the ALE method is characterised by the fact that the mesh topology remains unchanged. Therefore the remap problem reduces to the discretisation of a convection problem. It is a linear convection problem as the convective velocity $v_c$ is assumed to be known here.

In this thesis two approaches are applied to solve problem (5.4) (see Figure 5.1).

In Section 5.2 the convection approach is discussed. In this approach the grid time derivative is integrated in time. The second approach, the interpolation approach consists of two phases: in the Lagrangian phase the material time derivative is integrated in time and subsequently an interpolation step is performed in the so-called Eulerian phase. This approach is explained in detail in Section 5.3.

Several methods can be applied to discretise the convective term. The choice of which discretisation method is used is based on several criteria [5], e.g. accuracy and stability.

First of all the method should be sufficiently accurate in relation to other parts of the calculation. This means that the error must become small when the mesh is refined.

Secondly, the remap algorithm should also be numerically stable, i.e. a small perturbation of the grid should not result in large changes in the results.

A third criterion is conservativity: the integral of a state variable over the
material domain should be approximately the same before and after the remap. Finally, the remap algorithm should be consistent if the relative velocity $v_c$ is equal to zero, the change due to the convective term should vanish. So the state variables are updated with the material time derivative as in the updated Lagrangian method.

During an increment, an updated Lagrangian step and one remap step for each state variable are performed. As the remap is performed many times, efficiency is also an important aspect.

The method should also be monotonicity preserving which means that a monotone distribution should remain monotone after the remap. In other words it should not introduce spurious oscillations. The remap must be monotonicity preserving as state variables can otherwise be assigned unphysical values. For instance, a negative equivalent plastic strain could result from a remap and this has no physical meaning.

### 5.2 Convection approach

In the so-called convection approach the grid time derivative of the remap problem (5.4) is integrated in time:

$$
\zeta' = \zeta_{\text{ref}} + \int_{t_0}^{t_1} \frac{\partial \zeta}{\partial t} \, dt = \zeta_{\text{ref}} + \int_{t_0}^{t_1} \left( \zeta - v_c \cdot \nabla(\zeta) \right) \, dt.
$$

(5.5)

In the uncoupled ALE method the material time derivative $\dot{\zeta}$ is calculated in the updated Lagrangian step. Subsequently, the convective term must be integrated in time. Eq. (5.5) is rewritten into

$$
\zeta' = \zeta_{\text{ref}} + \Delta \zeta_m + \Delta \zeta_c.
$$

(5.6)

where

$$
\Delta \zeta_m = \int_{t_0}^{t_1} \dot{\zeta} \, dt \quad \text{and} \quad \Delta \zeta_c = -\int_{t_0}^{t_1} v_c \cdot \nabla(\zeta) \, dt.
$$

(5.7)

Therefore, we consider the discretisation of the linear convection equation:

$$
\Delta \zeta_c = \int_{t_0}^{t_1} \frac{\partial \zeta}{\partial t} \, dt = -\int_{t_0}^{t_1} v_c \cdot \nabla(\zeta) \, dt.
$$

(5.8)
In the literature a large number of methods are known to solve this convection equation. The methods are roughly divided into three classes: finite difference methods, finite element methods and finite volume methods, and are discussed with respect to solving the remap problem in the ALE method.

The finite difference method is based on Taylor expansions. In these methods often a uniform/structured mesh is assumed and because of this these methods are computationally efficient. For example, a first order derivative at a point \( i \) can be obtained with a forward difference:

\[
\left( \frac{\partial \zeta}{\partial x} \right)_i = \frac{\zeta_i - \zeta_{i-1}}{\Delta x} + O(\Delta x),
\]

where \( \Delta x \) is the space between the points. Finite difference methods for the discretisation of the convection equation can be found for example in [21].

The finite element method can also be employed to discretise convection equations (see for example [12]). These finite element methods have to take into account the upwinding aspect needed to obtain a stable solution. Finite element methods that are suitable for solving the pure convection equation in the uncoupled ALE method are e.g. the Taylor–Galerkin method [11] and the Discontinuous Galerkin method [35]. The main advantage of the finite element method for the convection term in the ALE method is that the updated Lagrangian step is also performed with the finite element method which facilitates the implementation of the method. The finite element method is well suited for unstructured meshes. However, when integration point values are convected, the finite element method is usually less convenient. One possibility is to first calculate the nodal values from the integration point values. A drawback is that discontinuities exist at the element boundaries whereas in most of the finite element methods a continuous distribution is assumed across element boundaries. When average integration point values are used to calculate nodal point values, this tends to smooth the gradients between the elements [26]. As a second step, the convection problem is solved with these nodal values. Finally, the integration point values are calculated from the nodal values.

The Discontinuous Galerkin method allows discontinuous distributions over the element boundaries. This method can be seen as a method ‘in between’ the finite element methods and finite volume methods. In the Discontinuous Galerkin method boundary conditions are weighted for each element. At the element boundaries we also obtain boundary flux expressions. This method is applied to convection problems in the context of the ALE method in [3].

In the finite volume method the integral form is the basis for the discretisation:

\[
\int_{\Omega} \frac{\partial \zeta}{\partial t} \, d\Omega = - \int_{\Omega} \mathbf{v}_c \cdot \nabla \zeta \, d\Omega.
\]
The volume integral on the right hand side is transformed into a boundary integral with the theorem of Gauss. Assuming a divergence-free convective velocity field this results in the following expression:

$$\int_{\Omega} \frac{\partial \zeta}{\partial t} \, d\Omega = - \int_{\Gamma} \mathbf{n} \cdot (\mathbf{v}_c \, \zeta) \, d\Gamma.$$  \hspace{1cm} (5.11)

This results in a balance of fluxes between the elements $\Gamma$ which makes the method conservative. A method is said to be conservative if the integral of a state variable $\zeta$ over the whole domain remains the same. The boundary integral is determined independently from the element from which it is considered. That results in an ingoing flux for one element that equals the outgoing flux for another element. In the framework of the ALE method the finite volume method was applied for example in [23].

A large number of finite volume methods in the computational fluid dynamics have been introduced that are able to suppress oscillations [21] which makes it favourable for us to use a finite volume method. For this reason and the fact that a computationally efficient method can be obtained we chose to apply a finite volume method. Although other methods could also have been applied successfully. In the following section we apply the finite volume method for the convection equation in the ALE method.

### 5.2.1 Finite volume scheme

In this section the finite volume method is applied to quadrilateral meshes. It can also be applied to triangular meshes but that is not considered here. The element mesh is supposed to be locally homogeneous and orthogonal. Eq. (5.8) is the convection equation for integration point values of the finite element mesh. In this section we consider control volumes that coincide with the elements. As a result in general discontinuous distributions will exist across element boundaries. A finite volume scheme using a Godunov-type technique [18] is then employed which is adequate for handling discontinuities between control volumes.

We apply the finite volume method on a structured quadrilateral element mesh obtained with the transfinite mapping method of Chapter 4. The finite difference notation is therefore used to indicate an element (see Figure 5.2). The convective increment $\Delta \zeta$ of (5.8) is approximated with a constant value in each element. A cell-centered finite volume scheme is employed where the cell-centered value is the averaged value of the four integration points of the quadrilateral element.

In order to apply the finite volume method for the spatial discretisation of (5.10) the integrand of (5.10) is rewritten (see also [23]) and is integrated over
the volume $\Omega^{i,j}$ of the element $(i, j)$:
\[
\int_{\Omega^{i,j}} \frac{\partial \zeta^{i,j}}{\partial t} \, d\Omega = \int_{\Omega^{i,j}} (-\nabla \cdot (v_c \zeta^{i,j}) + \zeta^{i,j}(\nabla \cdot v_c)) \, d\Omega.
\]  
(5.12)

The time derivative for the cell-centered value $\zeta^{i,j}$ becomes:
\[
\frac{\partial \zeta^{i,j}}{\partial t} = \frac{1}{|\Omega^{i,j}|} \left( - \int_{\Omega^{i,j}} (\nabla \cdot (v_c \zeta^{i,j})) \, d\Omega + \int_{\Omega^{i,j}} \zeta^{i,j}(\nabla \cdot v_c) \, d\Omega \right).
\]  
(5.13)

where $|\Omega^{i,j}|$ is the surface of element $(i, j)$. The convective velocity $v_c$ is arbitrary so in general the divergence of $v_c$ is not zero. However the value of the second integral on the right hand side is usually smaller than the value of the first integral as the divergence of the convective velocity is often small. For example in problems with a fixed grid in space and an incompressible material the term $\nabla \cdot v_c$ equals zero. The second integral is approximated by taking $\zeta^{i,j}$ to be constant for each element. As a result $\zeta^{i,j}$ can be taken out of the second integral of the right hand side. The volume integrals are transformed into boundary integrals using the theorem of Gauss:
\[
\frac{\partial \zeta^{i,j}}{\partial t} = \frac{1}{|\Omega^{i,j}|} \left( - \int_{\Gamma^{i,j}} \mathbf{n} \cdot (v_c \zeta) \, d\Gamma + \zeta^{i,j} \int_{\Gamma^{i,j}} \mathbf{n} \cdot v_c \, d\Gamma \right).
\]  
(5.14)
where \( \mathbf{n} \) is the normal vector pointing outwards on the boundary \( \Gamma_{i,j} \) of the element. At the element boundary, \( \zeta \) is assumed to be discontinuous. Therefore, \( \zeta \) cannot be indicated with a superscript \((i, j)\) in the first integral which is an integral over the boundary \( \Gamma_{i,j} \).

The second integral is approximated for each element side using the nodal convective velocities and the normal vector. This results in

\[
\frac{\zeta_{i,j}}{[\Omega^{i,j}]} \int_{\Gamma_{i,j}} \mathbf{n} \cdot \mathbf{v}_c \, d\Gamma = \frac{\zeta_{i,j}}{[\Omega^{i,j}]} \sum_{k=1}^{4} h_k \, v^k_n, \tag{5.15}
\]

where \( h_k \) is the length of side \( k \) and \( v^k_n \) the average normal convective velocity of side \( k \). The normal velocity \( v^k_n \) is calculated with:

\[
v^k_n = \frac{1}{2}(\mathbf{V}_c^m + \mathbf{V}_c^{m+1}) \cdot \mathbf{n}_k, \tag{5.16}
\]

where \( \mathbf{V}_c^m \) and \( \mathbf{V}_c^{m+1} \) are the convective velocities of the nodal points at side \( k \) (see Figure 5.3).

\[\text{Figure 5.3: Eq. (5.15) for element side } k.\]

The first integral of (5.14) is approximated more accurately than the second integral by taking into account the discontinuity of \( \zeta \) on the element boundaries. This integral is considered as the total flux \( F_{i,j} \) for element \((i, j)\):

\[
F_{i,j} = -\int_{\Gamma_{i,j}} \mathbf{n} \cdot (\mathbf{v}_c \, \zeta) \, d\Gamma. \tag{5.17}
\]

Integral (5.17) is split up into four fluxes as shown schematically in Figure 5.2:

\[
F_{i,j} = \sum_{k=1}^{4} f^k. \tag{5.18}
\]
The flux is a quantity associated with the side of the element. So the fluxes are calculated independently of the element. Hence the outgoing flux for an element is equal to the ingoing flux for the other element. For example in Figure 5.2 the element \((i, j)\) has an ingoing flux \(f^{i \rightarrow j}\) and the element \((i - 1, j)\) has the same outgoing flux \(f^{i-1 \leftarrow j}\). This makes the finite volume method a conservative method.

The flux \(f^k\) is written in the normal convective velocity \(v^k_n\) at the corresponding element side \(k\):

\[
f^k = -h^k \left( v^k_n \, \zeta^k \right),
\]

(5.19)

where \(h^k\) is the element side length and \(v^k_n\) is calculated from (5.16). The problem is now to calculate the value of \(\zeta^k\) at the element boundary as \(\zeta\) is discontinuous here: obviously the values of neighbouring elements are also needed to obtain an appropriate approximation of this value at the element boundary.

**Determination of the flux**

The calculation of the flux consists of determining the value \(\zeta^k\) at the element side \(k\). One-dimensional schemes are described in this section. The flux for the element side \(k\) that lies between the element \(i\) and \((i + 1)\). This side is indicated with the superscript \((i + \frac{1}{2})\) (see Figure 5.4).

![Figure 5.4: Distribution of cell-centered values.](image)

The velocity \(v_c\) is taken positive in the direction of increasing \(i\). The superscript \(j\) for the other local direction is omitted for the sake of clarity. With the Godunov scheme [18] the value \(\zeta^{i + \frac{1}{2}}\) is approximated as follows:

\[
\zeta^{i + \frac{1}{2}} = \zeta^i.
\]

(5.20)

The value on the boundary is taken equal to the cell-centered value of the element upwind according to \(v_c\). However the Godunov scheme is only first
order accurate. Steep gradients are smoothed by this first order upwind scheme. The order of accuracy can be improved by using the \(\kappa\)-schemes [59]:

\[
\zeta_{i+\frac{1}{2}} = \zeta_i + \frac{1 + \kappa}{4} (\zeta_{i+1} - \zeta_i) + \frac{1 - \kappa}{4} (\zeta_i - \zeta_{i-1}), \quad \text{for} \quad \kappa \in [-1, 1]. \tag{5.21}
\]

It can be shown that for all values of \(\kappa\) the scheme is at least second-order accurate. When \(\kappa = -1\) the upwind flux definition is obtained while the central flux definition is obtained when \(\kappa = 1\). In this thesis we employ the \(\kappa = \frac{1}{3}\) according to [34] where it is shown that this scheme is even third-order accurate for steady state situations.

Linear higher order accurate schemes cannot be monotonicity preserving according to Gudunov’s theorem [18]. A method that is not monotonicity preserving can result in oscillations in the distribution especially in the neighbourhood of extrema and steep gradients. In order to prevent these oscillations a limiter function is applied. A limited scheme is written as follows:

\[
\zeta_{i+\frac{1}{2}} = \zeta_i + \frac{1}{2} \phi(r_{i+\frac{1}{2}})(\zeta_{i+1} - \zeta_{i-1}), \tag{5.22}
\]

where \(\phi(r)\) is the limiter function in terms of the ratio of consecutive gradients:

\[
r_{i+\frac{1}{2}} = \frac{\zeta_{i+1} - \zeta_{i}}{\zeta_{i} - \zeta_{i-1}}. \tag{5.23}
\]

With the use of this limiter function a non-linear scheme is obtained. With (5.22) the schemes \(\kappa = -1\) and \(\kappa = 1\) can be obtained with the specific choices of the limiter function \(\phi = 1\) and \(\phi = r\) respectively (see Figure 5.5). The first order upwind scheme (5.20) is obtained when \(\phi = 0\). The limiter function has to lie inside the monotonicity domain according to Sweby’s monotonicity theory [51] (see Figure 5.5). A \(\kappa\)-scheme that lies in the monotonicity domain is a second-order accurate monotonicity preserving method.

For negative \(r\) the limiter function \(\phi = 0\) which is the first order upwind scheme (see (5.20)). In regions with smooth gradients \((r \approx 1)\) the limited schemes are second-order accurate as \(\phi = 1\) for these limited schemes. However, with large variations of the gradient the limited schemes reduce to first order accuracy.

Several limiters can be applied (see e.g. [21]). The minmod-limiter lies on the lower boundary of the second-order accurate part of the monotonicity domain:

\[
\phi(r) = \max(0, \min(r, 1)). \tag{5.24}
\]
5.2 Convection approach

When an initial block distribution is convected with a scheme using the minmod-limiter the block changes into a Gaussian distribution [21]. The minmod-limiter leads to more diffusive schemes. Conversely the Superbee-limiter is the upper bound of the second-order accurate part of the monotonicity domain:

\[ \phi(r) = \max\left(0, \min(2r, 1), \min(r, 2)\right) \]  

(5.25)

When a Gaussian distribution is convected the Superbee-limiter tends to change it into a block distribution [21].

The limited \( \kappa=1/3 \)-scheme [34] is employed in this thesis:

\[ \zeta^{i+1/2} = \zeta^{i} + \frac{1}{2} \phi^{i}(r^{i+1/2})(\zeta^{i} - \zeta^{i\text{old}}) , \]  

(5.26)

where the limiter function is defined as:

\[ \phi(r) = \max(0, \min(2r, \min(\frac{1}{3} + \frac{2}{3}r^{i}, 2))). \]  

(5.27)

The three limiter functions are illustrated in Figure 5.6.

These one-dimensional limited schemes are monotonicity preserving when they also fulfill the CFL-condition for the Courant number \( C \):

\[ C = \frac{v_{c} \Delta t}{\Delta x} < 1. \]  

(5.28)

where \( \Delta x \) is the element length in the \( x \)-direction. In the two-dimensional case using a one-dimensional scheme in each direction the method is not monotonicity preserving. Multi-dimensional limiting can be performed with the multi-dimensional flux corrected transport (MFCT) method [63]. The application
of this multi-dimensional flux limiter is computationally expensive as extra loops over the elements have to be taken to determine the limiter values. Multi-dimensional limiters are not considered in this thesis. Furthermore experience shows that the application of limited one-dimensional schemes in two-dimensional cases usually give oscillation-free results (see Chapter 6). For stability and monotonicity the time step should be chosen small enough.

The calculation of the value $\zeta^{i+\frac{1}{2}}$ is now completed. For each element side a flux $f$ is calculated using (5.19). With the forward Euler method the increment $\Delta \zeta_c$ is determined from (5.8) and (5.14) where the two integrals of (5.14) are computed using (5.18) and (5.15). Finally the material increment $\Delta \zeta_m$ and $\Delta \zeta_c$ are added to $\zeta_{\text{ref}}$ which gives the updated value $\zeta'$ (5.6).

### 5.2.2 Scheme for nodal values

In this section in contrast with the previous section it is assumed that the state variable is known at the nodal points. So we have a continuous distribution of the state variable across the element boundaries. The scheme of this section uses the finite element interpolation to discretise the convective increment $\Delta \zeta_c$ in (5.8).

The gradient of the state variable is determined in an upwind manner with respect to the convective velocity $v_c$ to obtain a stable solution of the convec-
5.2 Convection approach

![Diagram of element upwind with respect to the convective velocity $v_c$ for a nodal point $i$.](image)

**Figure 5.7:** Element upwind with respect to the convective velocity $v_c$ for a nodal point $i$.

The distribution of the state variable in the element upwind according to the convective velocity is known by interpolation of the nodal points values $\zeta^n$:

$$
\zeta(x, y)_{\text{upw}} = \sum_n \zeta^n N^n(\xi).
$$

(5.29)

This is illustrated for quadratic triangular elements in Figure 5.7. The gradient at a nodal point $i$ is determined from the upwind element only:

$$
\nabla \zeta^i_{\text{upw}} = \sum_n \zeta^n \nabla(N^n(\xi^i)).
$$

(5.30)

With this spatial gradient and a forward Euler time integration the increment $\Delta \zeta$ of (5.8) is calculated. The updated value $\zeta^i$ is obtained from (5.6) at the nodal point.

The same finite element data structure as in the updated Lagrangian step is applied to the calculation of the gradient which makes the method easy to implement. Only local information from one element connected to a nodal point is needed which makes it an efficient method. The upwind element for the nodal points has to be found from the surrounding elements. In the next increment the only verification required is whether the upwind element of the previous increment is still valid. When this is no longer the case the upwind element has to be sought again among the neighbouring elements. Since the convective velocity in general does not vary much between two increments the
upwind element normally remains unchanged.

Now the convection approaches have been discussed in the following section the interpolation approach is presented.

5.3 Interpolation approach

In contrast to the convection approaches of Section 5.2 we use here the so-called interpolation approach. In the convection approach an increment due to the convective term is calculated. In the interpolation approach we perform an interpolation step after the material time derivative has been integrated in time. The state variable $\zeta$ is first updated with respect to the material time derivative:

$$
\zeta_\ell = \zeta_{ref} + \int_{t_0}^{t_1} \dot{\zeta} \, dt.
$$

The nodal coordinates are updated with respect to the material displacement $\Delta u$:

$$
x_\ell = x_{ref} + \Delta u.
$$

Hence we know $\zeta_\ell$ at the updated Lagrangian coordinates $x_\ell$. In the ALE method the domain at end of the time step is obtained from (5.1) and (5.2):

$$
x' = x_\ell - \Delta u_c.
$$

where

$$
\Delta u_c = \int_{t_0}^{t_1} v_c \, dt.
$$

The state variable on this domain $x'$ becomes:

$$
\zeta'(x') = \zeta_\ell(x_\ell - \Delta u_c).
$$

The calculation of $\zeta'$ at $x'$ can be considered as an interpolation problem where the value $\zeta_\ell$ is known at the coordinates $x_\ell$. Several methods exist for solving an interpolation problem within the framework of the ALE method. Often they are based on a reconstruction of the state variable field by calculating average nodal point values from the integration
point values \cite{28,29,30}. The second step consists of interpolating between the nodal points to the position of the new integration points. These methods fit well into the context of a finite element method. However, the step from integration point values to average nodal values tends to smooth steep gradients between elements \cite{26} when element averages are used for the calculation of nodal values. As a result these methods can become inaccurate.

In this thesis we apply the method of Van Leer \cite{58}. This method is capable of handling the discontinuities between elements. In \cite{5} the Van Leer scheme was also applied to the remap step of the ALE method. In the following two sections the method of Van Leer is described for quadrilateral and triangular elements. In the case of a quadrilateral element \cite{5} we split the remap problem into two one-dimensional problems. For triangular elements a two-dimensional approach is worked out in detail.

### 5.3.1 Van Leer scheme for quadrilateral elements

The starting point for this method is a linear distribution of $\zeta_i$ for each element that is constructed using a least-square fit of the integration point values:

$$
\zeta_i(x, y) = \zeta_i^0 + (\zeta_i^x)(x - x_i^0) + (\zeta_i^y)(y - y_i^0),
$$

where the mean value $\bar{\zeta}_i$ and the spatial derivatives $(\zeta_i^x)$ and $(\zeta_i^y)$ are defined at the centroid of the element $(x_i^c, y_i^c)$. The piecewise linear distribution is used for the interpolation step. There is no averaging of integration point values which can result in a loss of accuracy. We use the method of Van Leer \cite{58} to discretise the interpolation problem (5.35) with the piecewise linear distribution constructed with $\zeta_i^0(\zeta_i^x)$ and $(\zeta_i^y)$. The two local directions $x$ and $y$ of an element are treated independently and in the same way. Hence we describe the method in one of the two directions. The main differences compared to the original scheme of Van Leer \cite{58} are: the convective displacements are known at the nodal points instead of at the centroid of the element and the grid is not fixed in space. The mesh displacements are more or less arbitrary so an element can change in size after the convective displacements have been added. This results in a more complicated scheme than the original Van Leer method.

In Figure 5.8\(\text{a}\) the remap of a piecewise linear distribution for element $i$ is demonstrated in one dimension. First of all, a discontinuous distribution within the new elements is obtained. A new piecewise linear distribution is obtained in the new element mesh by a least square approximation of the
Figure 5.8: Remap of a piecewise linear distribution in one dimension. (a) A piecewise linear distribution with a mean value \( \zeta^i \) and a mean gradient \((\zeta^i)_x\) for element \( i \). (b) In the shifted element mesh indicated with the dashed lines a discontinuous distribution exists in the element with centroid \( x^i \). (c) A new piecewise linear distribution \((\zeta^i)\) and \((\zeta^i)_x\) is constructed with a least square approximation ((5.39) and (5.40)).

discontinuous distribution. The least square error \( \Phi \) in direction \( x \) is:

\[
\Phi = \int_{x^i - \frac{1}{2}}^{x^i + \frac{1}{2}} (\zeta - \zeta^i)^2 \, dx. \quad (5.37)
\]

The new distribution \( \zeta^i \) in the \( x \)-direction is described by the mean value \( \zeta^i \) and the gradient \((\zeta^i)_x\) around the centroid \( x^i \):

\[
\zeta^i(x, y) = \zeta^i + (\zeta^i)_x(x - x^i). \quad (5.38)
\]

Minimisation to the unknowns \( \zeta^i \) and \((\zeta^i)_x\) results in the following integrals over the discontinuous distribution in the new element:

\[
\zeta^i = \frac{1}{\Delta x^i} \int_{x^i - \frac{1}{2}}^{x^i + \frac{1}{2}} \zeta \, dx, \quad (5.39)
\]

\[
(\zeta^i)_x = \frac{12}{(\Delta x^i)^3} \int_{x^i - \frac{1}{2}}^{x^i + \frac{1}{2}} \zeta(x - x^i) \, dx, \quad (5.40)
\]

where \( \Delta x^i = |x^i + \frac{1}{2} - x^i - \frac{1}{2}| \). In these integrals the superscript \( ^i \) is omitted for clarity. The variables \( \zeta^i \) and \((\zeta^i)_x\) are calculated using the integrals over
the discontinuous distributions of the right hand side of (5.39) and (5.40). In Appendix B the integrals of (5.39) and (5.40) are worked out in detail.

In order to prevent possible oscillations the gradients of the updated Lagrangian distribution \((\zeta^i)_x, (\zeta^i)_y\) are limited for one dimension in the same manner as in [58]:

\[
(\zeta^i)^{\text{mono}}_x = \begin{cases} 
\min\left(2 \left| \zeta^i - \zeta_x^{\text{cal}} \right|, \left( (\zeta^i)_x \Delta x^i \right), 2 \left| \zeta_x^{i+1} - \zeta_x^{i} \right| \right) \text{sgn}\left((\zeta^i)_x\right) & \text{if } \text{sgn}\left(\zeta^i - \zeta_x^{\text{cal}}\right) = \text{sgn}\left((\zeta^i)_x\right) = \text{sgn}\left(\zeta_x^{i+1} - \zeta_x^{i}\right) \\
0 & \text{otherwise.}
\end{cases}
\] (5.41)

In Figure 5.9 the limiting of expression (5.41) is explained.

![Illustration of the limiter](image)

**Figure 5.9:** Illustration of the limiter (5.41); the bold line indicates the limited distribution and the dashed line indicates mesh averages. (a) The values should not go beyond the average values of the neighbouring elements. (b) Near an extremum the gradient is limited. (c) The gradient has to correspond to the global gradient of the mesh averages.

Normally in the two-dimensional case the method is monotonicity preserving when the time step is small enough. This will be shown experimentally in Chapter 6. Finally the integration point values in the new element mesh are calculated from the piecewise linear distribution:

\[
\zeta^i(x, y) = \zeta^i + ((\zeta^i)_x (x - x^i) + (\zeta^i)_y (y - y^i)).
\] (5.42)

This new state variable \(\zeta^i\) is then used as reference state for the next time step of the ALE method.

### 5.3.2 Van Leer scheme applied to triangular elements

In contrast to the previous section the Van Leer scheme is now applied to triangular elements [56]. However in case of triangular elements the equations
cannot be split up into two one-dimensional problems. So the approach in this section differs in this aspect from the scheme for quadrilateral elements of the previous section. Again we start with a linear distribution in the element $i$:

$$\zeta(x, y) = \zeta_i^\ell + (\zeta_i^\ell)_x (x - x_i^\ell) + (\zeta_i^\ell)_y (y - y_i^\ell).$$  \hspace{1cm} (5.43)$$

where the mean value $\zeta_i^\ell$ and the gradients $(\zeta_i^\ell)_x$ and $(\zeta_i^\ell)_y$ are again defined in the centroid of the element with the coordinates $(x_i^\ell, y_i^\ell)$. The new distribution is again obtained by minimising the least square error. In contrast with the quadrilateral elements we take the least square error across the element:

$$\Phi = \int_{\Omega_i} (\zeta - \zeta_i^\ell)^2 d\Omega. \hspace{1cm} (5.44)$$

Minimisation of $\Phi$ to the three unknowns $\zeta^\ell(x, y)$ and $(\zeta^\ell)_x$ and $(\zeta^\ell)_y$ of $\zeta_i^\ell$ leads to the three following equations:

$$\int_{\Omega_i} \zeta^\ell d\Omega = \int_{\Omega_i} \zeta^\ell d\Omega, \hspace{1cm} (5.45)$$

$$\int_{\Omega_i} ((\zeta^\ell)_x (x - x_i^\ell)^2 + (\zeta^\ell)_y (y - y_i^\ell)(x - x_i^\ell)) d\Omega = \int_{\Omega_i} \zeta^\ell (x - x_i^\ell) d\Omega, \hspace{1cm} (5.46)$$

$$\int_{\Omega_i} ((\zeta^\ell)_x (x - x_i^\ell)(y - y_i^\ell) + (\zeta^\ell)_y (y - y_i^\ell)^2) d\Omega = \int_{\Omega_i} \zeta^\ell (y - y_i^\ell) d\Omega, \hspace{1cm} (5.47)$$

The integrals are taken over the new subdomain $\Omega_i$ of the element $i$. Hence the right hand sides consist of integrals over the discontinuous distribution $\zeta^\ell$.

The integrals on the right hand side are approximated with the help of the Figures 5.10 and 5.11:

$$\int_{\Omega_i} \zeta^\ell d\Omega = \int_{\Omega_i} \zeta_i^\ell d\Omega - \sum_{k=1}^{3} \int_{\Omega_i \cap \Omega_k^\ell} \zeta_i^\ell d\Omega + \sum_{k=1}^{3} \int_{\Omega_i \cap \Omega_k^\ell} \zeta_k^\ell d\Omega. \hspace{1cm} (5.48)$$
5.3 Interpolation approach

\[
\int_{\Omega^i} \left( (\zeta_i^i)_x (x - x^i)^2 + (\zeta_i^i)_y (y - y^i)(x - x^i) \right) \, d\Omega = \\
\int_{\Omega_i^j} \zeta_i^j (x - x^i) \, d\Omega - \sum_{k=1}^{3} \int_{\Omega_i^{jk}} \zeta_i^j (x - x^i) \, d\Omega \\
+ \sum_{k=1}^{3} \int_{\Omega_i^{jk}} \zeta_i^k (x - x^i) \, d\Omega, \\
\int_{\Omega^i} \left( (\zeta_i^i)_x (x - x^i)(y - y^i) + (\zeta_i^i)_y (y - y^i)^2 \right) \, d\Omega = \\
\int_{\Omega_i^j} \zeta_i^j (y - y^i) \, d\Omega - \sum_{k=1}^{3} \int_{\Omega_i^{jk}} \zeta_i^j (y - y^i) \, d\Omega \\
+ \sum_{k=1}^{3} \int_{\Omega_i^{jk}} \zeta_i^k (y - y^i) \, d\Omega, \\
\]

(5.49)

(5.50)

where \( k \) is a neighbouring element having an element side in common with element \( i \). From these equations the mean value \( \zeta_i^i \) and the gradients \((\zeta_i^i)_x\) and \((\zeta_i^i)_y\) are obtained.

When calculating these integrals we assume that the element sides remain straight. This is ensured by the meshing method (see Chapter 4). Only the sides of boundary elements can become curved. However, on the boundary...
Figure 5.11: Illustration of (5.48), (5.49) and (5.50) by the shaded areas. (a) Outgoing fluxes from the integrals over $\Omega_i^{k-1} \cap \Omega^k$; (b) Ingoing fluxes from the integrals over $\Omega_i^k \cap \Omega_i^{k+1}$.

Itsle$\Gamma$nodal points can only move along the boundary:

$$(v - v_g) \cdot n = 0 \quad \text{on} \quad \Gamma.$$  \hspace{1cm} (5.51)

So again no flux is transported across these curved boundary element sides.

5.4 Conclusion

In this chapter a number of schemes for the remap problem in the ALE method were discussed. Two different approaches were applied for the convective term of the remap problem (5.4): the convection approach and the interpolation approach. The convection approach is based on the integration of the grid time derivative (5.5). Two finite volume schemes were described: the first order upwind scheme and the $\kappa = \frac{1}{4}$ scheme of Section 5.2.1. These two schemes are based on the remap of integration point values and they calculate a constant convective increment for each element. A third scheme was presented in Section 5.2.2 based on the remap of nodal values.

In the interpolation approach first of all the material time derivative is integrated (5.31). Then the remap problem (5.4) turns into an interpolation problem. Two schemes for quadrilateral and triangular elements were given. Both schemes are based on the method of Van Leer in which piecewise linear distributions are assumed.

In the next chapter the ALE method is used in the simulation of several applications. In these applications the various schemes introduced in this chapter are investigated.
Chapter 6

Applications

In the previous chapters the ALE method was described in detail. In the current chapter we apply the ALE method to various problems. First two academic test cases are used to investigate the method. One case is the Molenkamp test (Section 6.1) and the other is a case for which the exact solution is also known (Section 6.2). After the academic test cases we discuss simulations of several forming processes (Section 6.3) such as forging, upsetting and extrusion. In these simulations the different aspects of the ALE method are shown and its applicability is discussed.

6.1 Molenkamp test

The Molenkamp test case [61] is a well-known test case used in computational fluid dynamics to check convection algorithms. In this test a Gaussian profile is rotated on a square domain. After one full rotation the initial and the calculated distributions are compared. We use this test case to investigate the remap algorithm of the ALE method (see Chapter 5). The material velocity field describing a rigid body rotation is prescribed as follows:

\[ v_x = -2\pi y ; \quad v_y = 2\pi x , \]  

in the domain:

\[ -1 \leq x \leq 1 ; \quad -1 \leq y \leq 1 . \]  

The element mesh is kept fixed in space \( (v_g = 0) \) so the grid time derivative for a state variable \( \zeta \) (5.3) becomes:

\[ \frac{\partial \zeta}{\partial t} = -v \cdot \nabla (\zeta) . \]  

(6.3)
The exact solution for $\zeta$ for $t \in [0, 1]$ is

$$
\zeta_{\text{exact}}(x, y, t) = 0.01 e^{-x^2},
$$

where

$$
r = \sqrt{(x + \frac{1}{2} \cos 2\pi t)^2 + (y + \frac{1}{2} \sin 2\pi t)^2}.
$$

The initial distribution for $\zeta$ is prescribed at $t = 0$ (see Figure 6.1) and then one full revolution of the Gaussian profile is performed ($t = 1$).

![Initial distribution of $\zeta$.](image)

**Figure 6.1:** Initial distribution of $\zeta$.

The following errors are determined in order to investigate the accuracy of the calculations:

$$
E_1 = \frac{1}{N} \left| \sum_{i=1}^{N} (\zeta - \zeta_{\text{exact}})_{i} \right|,
E_2 = \frac{1}{N} \sqrt{\sum_{i=1}^{N} (\zeta - \zeta_{\text{exact}})^2_{i}},
E_{\infty} = \max \left| (\zeta - \zeta_{\text{exact}})_{i} \right|,
$$

where the exact solution $\zeta_{\text{exact}}$ is known by (6.4) and $N$ is the number of nodal points.

### 6.1.1 Quadrilateral meshes

First the Molenkamp test is carried out with quadrilateral elements. Three meshes are used with 400 (mesh I), 1600 (mesh II) and 6400 (mesh III) elements.
with corresponding time step refinements $\Delta t = 0.005, 0.0025$ and $0.00125$ respectively. The Molenkamp test is thus carried out with the same Courant numbers (see (5.28)) on the different meshes. At time $t = 1\Gamma$ the cone has performed exactly one revolution. Four different numerical schemes were used: the first order upwind scheme $\kappa = \frac{1}{3}$ of Section 5.2.1 with a forward Euler time integration scheme $\kappa = \frac{1}{4}$ scheme with a fourth order Runge–Kutta time integration scheme [31] and the Van Leer scheme of Section 5.3.1. The $\kappa = \frac{1}{3}$ scheme is performed using Runge–Kutta time stepping in order to investigate the influence of the time integration.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>mesh</th>
<th>$\zeta_{\text{max}}$</th>
<th>$\zeta_{\text{min}}$</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>$E_{\infty}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>First order upwind</td>
<td>I</td>
<td>0.14</td>
<td>0</td>
<td>$3.9 \cdot 10^{-22}$</td>
<td>$1.1 \cdot 10^{-24}$</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.24</td>
<td>0</td>
<td>$3.4 \cdot 10^{-22}$</td>
<td>$9.8 \cdot 10^{-22}$</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.39</td>
<td>0</td>
<td>$2.6 \cdot 10^{-22}$</td>
<td>$7.6 \cdot 10^{-22}$</td>
<td>0.62</td>
</tr>
<tr>
<td>Van Leer</td>
<td>I</td>
<td>0.69</td>
<td>$-2.4 \cdot 10^{-24}$</td>
<td>$1.6 \cdot 10^{-22}$</td>
<td>$4.9 \cdot 10^{-22}$</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.96</td>
<td>$-9.2 \cdot 10^{-23}$</td>
<td>$8.6 \cdot 10^{-23}$</td>
<td>$2.5 \cdot 10^{-22}$</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>1.03</td>
<td>$-4.8 \cdot 10^{-24}$</td>
<td>$4.8 \cdot 10^{-23}$</td>
<td>$1.5 \cdot 10^{-22}$</td>
<td>0.16</td>
</tr>
<tr>
<td>$\kappa = \frac{1}{3}$ Forward Euler</td>
<td>I</td>
<td>0.60</td>
<td>$-3.1 \cdot 10^{-24}$</td>
<td>$1.4 \cdot 10^{-22}$</td>
<td>$4.6 \cdot 10^{-22}$</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.91</td>
<td>$-2.8 \cdot 10^{-23}$</td>
<td>$1.5 \cdot 10^{-22}$</td>
<td>$4.6 \cdot 10^{-22}$</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.98</td>
<td>$-3.9 \cdot 10^{-23}$</td>
<td>$1.1 \cdot 10^{-22}$</td>
<td>$3.5 \cdot 10^{-22}$</td>
<td>0.28</td>
</tr>
<tr>
<td>$\kappa = \frac{1}{4}$ Runge–Kutta</td>
<td>I</td>
<td>0.48</td>
<td>$-1.3 \cdot 10^{-24}$</td>
<td>$2.0 \cdot 10^{-23}$</td>
<td>$6.3 \cdot 10^{-23}$</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>0.76</td>
<td>$-1.5 \cdot 10^{-22}$</td>
<td>$5.3 \cdot 10^{-23}$</td>
<td>$2.0 \cdot 10^{-23}$</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>0.92</td>
<td>$-2.2 \cdot 10^{-24}$</td>
<td>$9.3 \cdot 10^{-24}$</td>
<td>$4.3 \cdot 10^{-23}$</td>
<td>0.09</td>
</tr>
</tbody>
</table>

**Table 6.1:** Results of the Molenkamp test for quadrilateral meshes.

The results of the calculations are shown in Table 6.1. When we look at the errors it is clear that the first order upwind scheme is the most inaccurate scheme. The $\kappa = \frac{1}{3}$ scheme with the Runge–Kutta time stepping is the most accurate scheme on mesh III. When it is compared to the results of the $\kappa = \frac{1}{4}$ scheme with a forward Euler time stepping it turns out that the latter is worse due to a less accurate time integration. The Van Leer scheme is more accurate than the $\kappa = \frac{1}{4}$ scheme with forward Euler time stepping but not as good as the $\kappa = \frac{1}{3}$ scheme with Runge–Kutta time stepping.

The initial distribution has a minimum of 0 and a maximum of 11 so extrema that are beyond these initial limits indicate the presence of oscillations. The first order upwind scheme does not introduce any oscillations. The other three schemes show hardly any oscillations. The Van Leer scheme shows some oscillations which can be suppressed using a more diffusive limiter. Although the schemes hardly show oscillations in these cases it is known that oscillations will grow if the time step is increased.

In Figure 6.2 the distributions are shown of the Van Leer scheme and the
Figure 6.2: Results of the Molenkamp test on mesh II
first order upwind scheme on mesh II. Comparing the results with the initial distribution (Figure 6.1) one can see that the maximum value is reduced but also that the value at the boundary is increased. Clearly the result of the Van Leer scheme is better than the first order upwind scheme.

The Molenkamp test is a good test case for numerical convection schemes as it gives a good impression of their behaviour. However, it must be noted that the schemes behave well in the case of homogeneous and structured meshes. In general, in ALE calculations this is not always the case. However, the transfinite mapping method of Chapter 4 as we suggest, can be used to obtain structured meshes.

For quadrilateral meshes the $\kappa = \frac{1}{3}$-scheme with Runge–Kutta time stepping is more accurate but computationally more expensive. Note also that the accuracy of the remap of state variables should be compared to the accuracy of the updated Lagrangian step. When the state variables are calculated with a first order time integration in the updated Lagrangian step, it is not necessary to calculate the convective terms with a fourth order time integration. Hence, Runge–Kutta time stepping is not required for the remap of state variables in the ALE method.

### 6.1.2 Triangular meshes

In this section we carry out the Molenkamp test on quadratic triangular element meshes. The schemes of Sections 5.3.2 and 5.3.2 are used. First we discuss the scheme of Section 5.3.2 based on the Van Leer method. The numerical scheme is applied to the integration point values. The element meshes are chosen such that we have nearly the same number of elements as in the quadrilateral case. In this way we are able to compare the results with the results obtained on the quadrilateral meshes of the previous section. Hence, we use triangular element meshes with 15×15, 29×29, and 57×57 vertices and 392, 1568, and 6272 elements respectively. The same time steps are applied as in the previous section so $\Delta t = 0.005, 0.0025$ and 0.00125 respectively. Then the Molenkamp test is performed with more or less the same Courant number. In Table 6.2 the results of the calculations are given. The error norms are smaller than in the results of the Van Leer method for quadrilateral elements. In the Van Leer scheme for quadrilateral elements limiters are applied and consists of two one-dimensional schemes. For the triangular elements no limiters are applied and the scheme takes into account the two dimensions in a coupled manner. This could be an explanation for the more accurate results of the Van Leer based scheme for triangular elements.

In the Figures 6.3 and 6.4 the results are shown for this scheme on a structured
Figure 6.3: Result on the mesh with $29 \times 29$ vertices and the scheme of Section 5.3.2.
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mesh (mesh II) and also on an unstructured mesh.

$$\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Scheme} & \text{mesh} & \zeta_{\text{max}} & \zeta_{\text{min}} & E_1 & E_2 \\
\hline
\text{Van Leer} & I & 0.74 & -7.6 \cdot 10^{-24} & 1.1 \cdot 10^{-22} & 3.4 \cdot 10^{-22} & 0.27 \\
& II & 0.92 & -7.6 \cdot 10^{-24} & 4.3 \cdot 10^{-23} & 1.4 \cdot 10^{-22} & 0.13 \\
& III & 0.99 & -2.7 \cdot 10^{-22} & 2.1 \cdot 10^{-22} & 6.6 \cdot 10^{-22} & 0.07 \\
\hline
\end{array}$$

**Table 6.2:** Results of the Molenkamp test for triangular meshes.

Now we discuss the scheme of Section 5.2.2. In this scheme the state variable is assumed to be located at the nodal points. The Molenkamp test was performed with the quadratic element meshes II and III with $11 \times 11 \times 21 \times 21$ and $41 \times 41$ vertices with time steps $\Delta t = 0.005 \Gamma 0.0025$ and $0.00125$ respectively. With these meshes the number of nodal points equals the number of elements of the quadrilateral meshes of the previous section. As a result the number of unknowns is also equal.

$$\begin{array}{|c|c|c|c|c|c|}
\hline
\text{scheme} & \text{mesh} & \zeta_{\text{max}} & \zeta_{\text{min}} & E_1 & E_2 \\
\hline
\text{Scheme for} & I & 0.61 & -7.6 \cdot 10^{-24} & 3.0 \cdot 10^{-22} & 7.4 \cdot 10^{-22} & 0.47 \\
\text{nodal values} & II & 1.02 & -1.4 \cdot 10^{-24} & 2.2 \cdot 10^{-22} & 5.8 \cdot 10^{-22} & 0.35 \\
& III & 1.17 & -6.5 \cdot 10^{-22} & 1.2 \cdot 10^{-22} & 3.6 \cdot 10^{-22} & 0.27 \\
\hline
\end{array}$$

**Table 6.3:** Results of the Molenkamp test the scheme for nodal values.

In Table 6.3 the results of the three calculations are shown. The error norms are compared with the results of Tables 6.2 and 6.1. Clearly this scheme is more accurate than the first order upwind scheme. The results of the scheme of Section 5.2.2 are comparable to the $\kappa = \frac{1}{3}$ scheme with forward Euler time integration. However the maximum and the minimum values indicate that oscillations are introduced by the numerical scheme. The maximum value is increased and the minimum value is decreased so the scheme is not monotonicity preserving. It is possible to use limiting techniques from computational fluid dynamics to preserve monotonicity e.g. [63] or [52]. However this is difficult for triangular elements. Although the method is not monotonicity preserving it seems to be stable in this test case. In ALE calculations of metal forming processes usually oscillation-free results are seen (see for example Section 6.2).

### 6.2 Verification with an analytical solution

In this section we carry out another academic test. A case is constructed for which the exact solution is known; in contrast with the Molenkamp test
this test case the material velocity and the mesh velocity have to be calculated. In the first section the exact solution is given. Subsequently the calculations are performed using the FORGE2® software package and the ALE method is compared to the updated Lagrangian method. The combination of errors arising from mesh distortion and those arising from the remap of state variables is investigated. Finally the two Laplacian based schemes for the calculation of the mesh velocity (see Section 4.2) are compared with respect to mesh distortion. The evolution of the boundary which is an important result of the simulations is also investigated.

6.2.1 Description of the case

In Figure 6.5 the applied domain with the symmetry axes \((x \text{ and } y)\) is shown.

![Diagram of the analytical case](image)

**Figure 6.5:** Description of the analytical case at time \(t = 0\).

In this test case we have the following constants: a velocity \(v_0 = 1\) initial lengths \(h_0 = 50\) and \(x_0 = 50\). The function \(h(t) = h_0 - v_0 t\) is the \(y\)-coordinate of the upper boundary of the domain moving downwards with a constant velocity \(v_0\):

\[
\frac{\partial h(t)}{\partial t} = -v_0.
\] (6.7)
For this test case we assume the incompressible material velocity field to be
\[ v_x = \frac{3xy^2}{h(t)^3v_0}; \quad v_y = -\frac{y^3}{h(t)^3v_0}. \] (6.8)

The Newtonian model (2.40) gives an expression for the deviatoric stress tensor:
\[ s = \eta_0 \mathbf{D}. \] (6.9)

This simplification does not affect the specific characteristics of an ALE calculation but this enables us to calculate an exact solution. The velocity field (6.8) gives a deformation rate tensor using (2.24) as follows:
\[ \mathbf{D}(x, y) = \frac{3\nu_0}{h(t)^3} \begin{bmatrix} y^2 & xy \\ xy & -y^2 \end{bmatrix}. \] (6.10)

We substitute (6.10) into (6.9) and then the pressure can be obtained using the quasi-static equilibrium equation (2.57):
\[ p = \frac{3\rho_0v_0}{2h(t)^3}(x^2 - y^2) + C_1, \] (6.11)

where \( C_1 \) is a constant. So the velocity field (6.8) together with the pressure field (6.11) fulfill the equilibrium equation (2.57) the constitutive model (6.9) and the incompressibility condition:
\[ (\nabla \cdot \mathbf{v}) = 0. \] (6.12)

At the upper boundary and the right hand side of the domain the exact solution for the velocity field is used as a boundary condition (see Figure 6.5). This ensures that the velocity field fulfills the boundary conditions.

The equivalent strain rate \( \ddot{\varepsilon}(x, y) \) (2.34) at time \( t \) becomes:
\[ \ddot{\varepsilon}(x, y) = \frac{\sqrt{12} \nu_0}{h(t)^3} \sqrt{y^4 + x^2y^2}. \] (6.13)

The equivalent strain \( \dot{\varepsilon}(x, y) \) at time \( t \) is obtained by numerical integration of \( \ddot{\varepsilon} \) along the trajectories. The trajectory for the particle at position \( (x, y) \) at time \( t \) is known from the velocity field. First the initial position is calculated and then the numerical integration of (6.13) along the trajectory is performed.

The calculations are carried out on triangular meshes using the updated Lagrangian method and the ALE method. Before we can discuss the results a number of definitions is required for the evaluation of the results. Moreover a description of the simulations is given.
Description of the error norms and the meshes

The calculations were carried out on quadratic triangular meshes with increasing mesh refinement with 51\(\times\)154 and 599 elements (see Figure 6.6) and 40\(\times\)80 and 170 increments respectively from \(t_{\text{begin}} = 0\)s to \(t_{\text{end}} = 15\)s.

![Meshes](image)

**Figure 6.6:** Element meshes for this test case.

The ALE method was applied with the two mesh velocity methods based on the Laplace equation of Section 4.2. In the updated Lagrangian step the strain rate \(\dot{\varepsilon}\) is determined in the nodal points from the material velocity field [36]. Since the equivalent strain is calculated at the nodal points the remap algorithm of Section 5.2.2 for nodal points is applied.

In order to quantify the amount of mesh distortion, the quality of an element is defined here. For this we need the transformation \(T^i\) of an element \(i\) to the referential equilateral element (Figure 6.7):

\[
T^i = \begin{bmatrix}
\frac{\partial x}{\partial \xi_{eq}} & \frac{\partial x}{\partial \eta_{eq}} \\
\frac{\partial y}{\partial \xi_{eq}} & \frac{\partial y}{\partial \eta_{eq}} \\
\frac{\partial \xi_{eq}}{\partial \xi_{eq}} & \frac{\partial \eta_{eq}}{\partial \eta_{eq}}
\end{bmatrix},
\]  

(6.14)
where $\xi_{eq}$ and $\eta_{eq}$ are the local coordinates of referential equilateral element.

The following quality definition for an element $i$ is used (see [10] and [6]):

$$Q^i = \frac{2}{|\Omega_i|} \int_{\Omega_i} \det(T^i) T^i : T^i \, d\Omega,$$

where $|\Omega_i|$ is the area of element $i$. This quality definition results in an optimum value if the element is conform to the referential element. The value for the quality is 1 for an equilateral element.

The quality of the element mesh is indicated using two values: the minimum quality and the average quality. The minimum quality of the mesh is defined as the quality of the element with the lowest quality. The minimum quality is often applied as a criterion for remeshing. In order to obtain a global assessment of the quality of the element mesh, the average quality is used.

The average quality of the element mesh is defined as

$$\overline{Q} = \frac{1}{N} \sum_{i=1}^{N} Q^i,$$

where $N$ is the total number of elements.

For the error of the evolution of the boundary we consider the area between the calculated boundary and the exact boundary on the right hand side of the domain. We take the right hand side of the domain because at this curved part of the boundary an error will be made in the calculation of the position of the boundary here. When a boundary is curved, the movement of nodal points along the boundary is not trivial because the direction of the tangential vector changes (see Section 4.2). The total area between the calculated and
the exact boundary is approximated by (see Figure 6.8):

\[ \| A \|_b = \frac{1}{N_b} \sum_{i=1}^{N_b} |dx^i \, dy^i|, \]  

(6.17)

where \( N_b \) is the number of elements on the right hand side of the domain.

![Diagram of element mesh and exact boundary]

Figure 6.8: Error in the evolution of the right hand side of the domain at time \( t \).

The equivalent strain \( \varepsilon \) is influenced by the accuracy of the calculation of the material velocity field \( \mathbf{v} \) and the convective term of (3.64). For this reason the error in the equivalent strain is taken. The following error norm is applied:

\[ \| \Delta \varepsilon \|_2(t) = \sqrt{\int_\Omega (\varepsilon(t) - \varepsilon_{\text{exact}}(t))^2 \, d\Omega} / \sqrt{\int_\Omega (\varepsilon_{\text{exact}}(t_{\text{end}}))^2 \, d\Omega}. \]  

(6.18)

with \( t_{\text{end}} = 15 \text{s} \). The integrals of (6.18) are integrated using the finite element mesh. The exact solution \( \varepsilon_{\text{exact}} \) is approximated very accurately by numerically integrating (6.13) along the trajectories. This numerical integration will be performed accurately using a standard routine from the IMSL library using very small time steps.

### 6.2.2 Results

In this section we discuss the results of the updated Lagrangian and ALE calculations. For the evaluation of the results we use the definitions of the previous section.
Comparison between ALE and updated Lagrangian calculations

In Figure 6.9 the equivalent strain distribution is shown for an ALE calculation using the mesh velocity algorithm of Section 4.2.2 (called ALE(fem)) on mesh II. The gradients are steep which means that the calculation of the remap of the equivalent strain is not trivial since for the remap of the equivalent strain the spatial derivative is needed (see (5.3)).

The boundary condition for the mesh velocity consists of prescribing the mesh velocity \( v_g \) in the normal direction with the material velocity \( v \) (4.15). The mesh velocity is taken to be free in the tangential direction. In order to be able to investigate the accuracy of the position of the boundary it is important that the boundary is curved. It can be seen in Figure 6.9 that the right hand side of the domain is strongly curved.

**Figure 6.9**: Equivalent strain distribution after an ALE calculation on mesh II.

In Figure 6.10 the element meshes at \( t = t_{end} \) are shown. The ALE method is effective in reducing mesh distortion in this academic case which was the objective of the mesh velocity algorithm. The element sides remain straight in the interior of the domain because the midside nodal points always lie in the middle of the element sides. However, in the upper right hand corner, the region with the largest strains, large elements are present. A more refined element mesh would be desirable in that region to increase the accuracy of the calculation.

In Figure 6.11(a) it is also shown that the average quality \( \bar{Q} \) of the element mesh is indeed improved by the ALE method. The initial mesh consists of nearly equilateral elements (see Figure 6.6(b)) which results in an initial quality \( Q \) of nearly 1. The ALE method gives a higher minimum quality (see Figure 6.11(b)) which is observed also in other test examples which was
Figure 6.10: Updated Lagrangian and ALE calculation on mesh II.
to be expected as it tries to smooth gradients in the mesh velocity. The kinks in the figures indicate a change of the element with lowest quality.

<table>
<thead>
<tr>
<th>Method</th>
<th>mesh</th>
<th>$| \Delta^2 |_2$</th>
<th>$| A |_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Updated</td>
<td>I</td>
<td>$3.4 \cdot 10^{-5}$</td>
<td>15.1</td>
</tr>
<tr>
<td>Lagrangian</td>
<td>II</td>
<td>$1.7 \cdot 10^{-5}$</td>
<td>7.52</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>$8.4 \cdot 10^{-5}$</td>
<td>3.85</td>
</tr>
<tr>
<td>ALE(fem)</td>
<td>I</td>
<td>$2.5 \cdot 10^{-5}$</td>
<td>6.96</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>$9.3 \cdot 10^{-5}$</td>
<td>3.21</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>$5.2 \cdot 10^{-5}$</td>
<td>1.49</td>
</tr>
</tbody>
</table>

**Table 6.4**: Results of the updated Lagrangian and the ALE method (with the mesh velocity method of Section 4.2.2).

In Table 6.4 the errors (6.17) and (6.18) of the ALE method (with the mesh velocity algorithm of Section 4.2.2) and the updated Lagrangian method on the three meshes are given. The convergence rates of the errors are almost the same for both methods but the ALE method gives smaller errors than updated Lagrangian method for this case (see also Figure 6.12).

The error in the resulting boundary is small compared to the total displacements at the right side of the domain. It is important to notice that this error decreases with mesh and time step refinement for both methods. The error made in the evolution of the boundary is even smaller for the ALE method than for the updated Lagrangian method. In the updated Lagrangian calculation at each time step the exact material velocity is prescribed at the boundary but it is taken to be constant during the time step. This results in an error in the position of the boundary. With the ALE method the mesh velocity at the boundary has to fulfill the boundary condition (4.15) and the nodal points are free to move in along the boundary. The fact that this error is even smaller with the ALE method might be explained by the fact that the ALE method has a larger number of elements where the boundary is strongly curved. It can therefore be concluded that the description of the boundary is performed accurately with the ALE method.
Figure 6.11: Results with the updated Lagrangian method and the ALE method.
Investigation of the mesh velocity algorithms

In Section 4.2 two algorithms based on solving the Laplace equation for the mesh velocity have been given. The ALE method using the centering method (ALE(cent)) and the ALE method using the finite element method (ALE(fem)) for the Laplace equation for the mesh velocity have been used. In this section the numerical results of these two mesh velocity algorithms are discussed. The results are obtained from calculations carried out on mesh II.

In Figure 6.11(a) the average quality $Q$ is displayed. Clearly both methods reduce mesh distortion compared to the updated Lagrangian method. Up to about $t = 8$ s both ALE methods (ALE(cent) and ALE(fem)) result in almost the same average quality. From $t = 8$ s the average quality decreases more rapidly using ALE(cent) than using ALE(fem). The centering method assumes a homogeneous distribution of nodal points which is the case for the initial mesh with equilateral elements. However in the case of a distorted element mesh the nodal points are not homogeneously distributed. So the centering method becomes less effective in reducing mesh distortion. It can be concluded that the mesh velocity method using the finite element method for the Laplace equation is more effective for distorted element meshes.

In our example the two ALE calculations show an error for the equivalent strain distribution (6.18) that is smaller than in the updated Lagrangian method (see Figure 6.12). Only a small difference can be observed between the two ALE calculations. The results of the two mesh velocity algorithms do not differ greatly.

An important aspect is the efficiency of the mesh velocity calculation. Both mesh velocity schemes consist of solving the Laplace equation using an iteration method. These equations for the mesh velocity do not need to be solved exactly as it is just the calculation of the position of the new mesh where the solution of the simulation is obtained. The iteration process is stopped when the condition (4.32) is satisfied:

$$\frac{\sqrt{\max(\Delta_x V_g \cdot \Delta_x V_g)}}{\sqrt{\max(V \cdot V)}} < C_m,$$

(6.19)

where $C_m$ is a chosen threshold.

In the Figures 6.13(a) and (b) the influence of the convergence threshold $C_m$ on the minimum and average qualities is shown. One can see that the convergence threshold $C_m$ has a small influence on the quality of the element mesh. Also negligible differences in the error of the equivalent strain distribution are obtained in the calculations for various $C_m$ (see Figure 6.14(a)). However the number of iterations differs considerably for various $C_m$ (see Figure 6.14(b)).
Figure 6.12: The error $\| \Delta \|_2$ (6.18) with the two ALE methods and the updated Lagrangian method.

For $C_m = 1 \cdot 10^{\varphi}$ less than 10 iterations are necessary whereas for $C_m = 1 \cdot 10^{\varphi}$ more than 150 iteration are needed. As the results of the calculations are almost the same for various $C_m \Gamma$ one can state that the first iterations are the most effective ones for the calculation of the mesh velocity. It can be concluded that relatively large values of $C_m (\sim 10^{\varphi})$ are sufficient in order to reduce mesh distortion and that therefore the number of iterations can be kept small. One can also see that in the first increment of a calculation more iterations are necessary to fulfill the convergence condition. For the subsequent increments the solution for the mesh velocity of the last increment is used as the initial value. Since this is often a good initial guess for the iteration method the number of iterations required to fulfill the convergence condition is much smaller in consecutive increments. The same tendency was observed with the centering method but the results are omitted here.
Figure 6.13: Influence of the convergence limit for ALE(fem).
Figure 6.14: Influence of the convergence limit $C_m$ for ALE(fem).
6.3 Applications to forming processes

In the previous two sections the ALE method was investigated in two academic test cases. In the present section the applicability of the ALE method in simulations of forming processes is discussed. In Section 6.3.1 a punch indentation problem is simulated with the updated Lagrangian method and the ALE method. Next, an upsetting process is simulated in Section 6.3.2. Subsequently, in Section 6.3.3 both methods are applied in the simulation of a forging process. Finally, the extrusion process is simulated, which is only performed using the ALE method (Section 6.3.4).

6.3.1 Punch indentation problem

In Figure 6.15 the plane strain punch indentation problem simulated, which is discussed in this section, is shown. A rigid cylindrical punch is indented into a block of material. At the left and right hand side of the domain the material is free to move.

![Figure 6.15: Punch indentation problem.](image)

A material is assumed to be described by the elastoplastic model (2.50) with Young’s modulus $E = 2 \cdot 10^5$ N/mm$^2$ and Poisson ratio $\nu = 0.3$. The hardening effect is described by the yield stress $\bar{\sigma}_y$ with the following Voce model:

$$\bar{\sigma}_y(\varepsilon^p) = 250 + 100 \left(1 - \exp\left(\frac{\varepsilon^p}{0.1}\right)\right).$$

(6.20)

The contact behaviour between the material and the cylinder is described by the Coulomb friction model with a friction coefficient of $\mu = 0.4$. In the
simulations we make use of the symmetry of the $x$-axis and the $y$-axis. The simulations are carried out using both the updated Lagrangian method and the ALE method with quadrilateral elements in which the punch is moved 4 mm downwards (80% reduction) in 400 increments. The mesh calculation in the ALE simulations is performed using the transfinite mapping method of Section 4.1. The element mesh consists of one region. At each time step the nodal points on the four boundaries are moved such that the nodal points are equidistantly distributed over the boundaries.

In Figure 6.16 the element mesh of the updated Lagrangian calculation is shown. The element mesh becomes strongly distorted in this case which results in inaccurate results or even a crash of the calculation. In Figure 6.17 the element mesh of an ALE calculation is shown. Clearly the element mesh remains more regular using the transfinite mapping method.

![Element mesh after the updated Lagrangian calculation.](image1)

**Figure 6.16:** Element mesh after the updated Lagrangian calculation.

![Element mesh after an ALE calculation.](image2)

**Figure 6.17:** Element mesh after an ALE calculation.

It can be concluded that the transfinite mapping method was effective in reducing mesh distortion for this process. However, one can see that in the updated Lagrangian calculation a sharp edge exists on the upper surface of the material (see Figure 6.16). In the ALE calculation the edge is more rounded (see Figure 6.17) due to the movement of nodal points along the
boundary. The updated Lagrangian method describes the boundary more accurately than the ALE method. The description of sharp curvatures of the boundary can be improved by changing the weight function \( w \) (4.4) in the transfinite mapping method for the redistribution of the nodal points on the boundary. The curvature of the boundary can be taken into account in the weight function \( w \) which results then in smaller elements close to strong curvatures of the boundary (see [46]).

In the case of ALE calculations with an elastoplastic material model, the components of the Cauchy stress \( \mathbf{\sigma} \) and the equivalent plastic strain \( \varepsilon_p \) are state variables which have to be updated with the grid time derivative (3.63). For the convective term of the grid time derivative we have used several methods: the first order upwind scheme, the \( \kappa = \frac{1}{3} \)-scheme and the Van Leer scheme of Chapter 5. In order to demonstrate the effect of these methods the equivalent plastic strain distributions of the different schemes are given in the Figures 6.18 and 6.19. The results are shown after a punch displacement of 3 mm as reasonable results of the updated Lagrangian calculation cannot be shown after a punch displacement of 4 mm.

Clearly, the result of the updated Lagrangian calculation differs strongly from the results of the ALE calculations. In the updated Lagrangian method the elements become strongly stretched in the region with large strains. This is a general characteristic of the updated Lagrangian method, i.e., elements become distorted or stretched in regions with large strains. Especially in these regions one would like to describe the solution more accurately. In the ALE calculations the elements are kept smaller in regions with large strains. As a result localisation phenomena can be described more accurately with an ALE method as the elements can then be refined in these areas.

The differences between ALE calculations that use different schemes for the convective terms for the remap of the state variables are small. This can be explained by the fact that the convective term due to the convective velocity \( \mathbf{v}_g \) is small in these calculations: the mesh velocity \( \mathbf{v}_g \) almost equals the material velocity \( \mathbf{v} \). Under the punch where the element lengths in the updated Lagrangian calculations differ from those in the ALE calculations, differences occur between the mesh velocity \( \mathbf{v}_g \) and the material velocity \( \mathbf{v} \) and gradients in the equivalent strain exist there. As a consequence the differences in the equivalent strain distribution are largest there. The convective velocity is relatively small in this calculation. So the choice of the remap algorithm is not so important in these ‘almost’ updated Lagrangian calculations (\( \mathbf{v}_g \approx \mathbf{v} \)). Nevertheless, the ALE calculations improve results as a refined element mesh can be applied in regions with large strains.
Figure 6.18: Equivalent plastic strain distribution after a punch displacement of 3 mm.
Figure 6.19: Equivalent plastic strain distribution after a punch displacement of 3 mm.
6.3.2 Upsetting problem

In the simulation of the punch indentation problem the transfinite mapping method is effective in preventing mesh distortion. However, the transfinite mapping method is not always effective in reducing mesh distortion. In order to demonstrate this, we performed the upsetting simulation of Figure 6.20. In this case a flat rigid tool is pushed onto a block of material. The material is free to move at the right hand side. The contact behaviour between the punch and the material is assumed to be described by the Coulomb friction model, where the friction coefficient $\mu = 0.1$.

![Figure 6.20: Initial situation.](image)

The element mesh again consists of one region. At each time step the nodal points are placed equidistantly over the boundaries of the domain with the transfinite element method in the same manner as in the punch indentation problem.

In Figure 6.21 a zoom-in view of the upper right corner of the updated Lagrangian element mesh and the ALE element mesh. In both calculations the nodal points on the free surface move upwards due to the friction with the punch. When this nodal point comes in contact with the tool the corresponding element becomes too distorted to continue the calculation with this element mesh. As a result a remeshing step with a new mesh topology is necessary in order to be able to continue the calculation in both cases. However, the mesh
is kept more regular in the ALE calculation than in the updated Lagrangian calculation. So a remeshing step is delayed with the ALE method but in the end the nodal points of the free surfaces come in contact with the tool and the quadrilateral elements in the corner also become ‘too distorted’. So in this case the transfinite mapping method is not capable of effectively preventing mesh distortion.

### 6.3.3 Forging process: ALE method with remeshings

In this section a forging process is simulated of which the initial situation is shown in Figure 6.22. The upper die moves 25 mm downwards with a velocity $v_{\text{tool}} = 100\, \text{mm/s}$ and deforms a block of material with a height of 70 mm and a width of 50 mm. The material is assumed to be described by the Norton-Hoff model (2.33) with the rate sensitivity index $m = 0.15$ and $K_0 = 9.7 \cdot 10^7 \, \text{N/mm}^2$ and a strain hardening index $n = 0$ (see (2.35)). Between the material and the tool we assume a sticking contact condition which means that the material velocity $v$ of nodal points in contact equals the velocity of the tool $v_{\text{tool}}$.

The updated Lagrangian method and the ALE method of the numerical software package FORGE2® are applied in the simulation of this forging process. The domain is discretised with quadratic triangular elements. The simulations were carried out with the use of complete remeshings with a new mesh topology in case the element mesh becomes ‘too distorted’. An element mesh is said to be ‘too distorted’ when the curvature of element side is too large or the midside node is too far from the middle of the element side or when the quality...
of an element (6.15) is too low. The complete remeshing is based on a Delaunay triangulation. For more details on the remeshing and the remeshing criteria the reader is referred to [9] and [54]. In the ALE simulations the centering method of Section 4.2.1 is applied for the mesh velocity calculation.

Figure 6.23: Element mesh after a tool displacement of 11 mm.

In general it is seen that the number of required complete remeshings for a new element mesh topology is reduced with the ALE method when compared to the calculations with the updated Lagrangian method. However, even in
the ALE method requires remeshings are necessary in this simulation. This forging process cannot be calculated with one element mesh topology for the complete simulation as the shape of the domain changes considerably. In the ALE calculation, nine complete remeshings were necessary. In Figure 6.23 the element mesh is shown after a die displacement of 11 mm.

Figure 6.24: Zoom-in view of the element mesh with the updated Lagrangian simulation.

Figure 6.25: Zoom-in view of the element mesh with the ALE simulation.

From Figures 6.24 and 6.25, it can be inferred that the mesh becomes more distorted in the case of the updated Lagrangian calculation than with the ALE calculation. In the updated Lagrangian calculation, the distorted quadratic elements lead to less accurate results and also a wrinkle in the surface of the material can be seen (see Figure 6.24). In the ALE method, the number of complete remeshings is reduced, which leads to more accurate results because in general the remap of state variables due to a complete remeshing is performed with a significant loss of accuracy [7]. Moreover, in the ALE calculation, the internal element sides are kept straight (see Section 4.2.1). Quadratic elements
become less accurate in the case of strongly curved element sides.

To conclude one can state that in the ALE method the mesh distortion is reduced in this forging case. This results in a smaller number of complete remeshings which is computationally more efficient and without the extra loss in accuracy due to the remap of state variables related to a complete remeshing. So a reduction of the number of complete remeshings with the ALE method leads to more accurate results. Moreover the quadratic triangular elements have a better shape in the ALE calculation (see also Section 6.2). However complete remeshings remain necessary in the ALE calculation of this forging case.

6.3.4 Extrusion

In the extrusion process a bulk of material is forced through a narrow hole with the shape of the cross section of the profile. In this section the relatively simple plane strain extrusion process of Figure 6.26 is simulated. Our aim is to see whether the ALE method is capable of dealing with this type of simulation. The material is assumed to be described by the rigid plastic model (2.42). The hardening is described by the following Nadai model:

\[ \sigma_p' = C (\varepsilon_p')^n \]

where \( C = 565 \text{ N/mm}^2 \) and \( n = 0.259 \).

Frictionless contact behaviour between the material and the die is assumed. The simulation is carried out with the ALE method. The updated Lagrangian method cannot be employed as it turns out that the elements become strongly distorted in the outflow region (see also Figure 1.1).

In the ALE calculations of extrusion the mesh is kept fixed in space so the mesh velocity \( v_g = 0 \) (see (4.1)). So the convective velocity \( v_c \) equals the material velocity \( v \) in this 'Eulerian' simulation. In the description of the remap problem of state variables (5.4) in Chapter 5 it is stated that \( v_c \cdot n = 0 \) on the boundary. This means that the mesh velocity \( v_g \) and the material velocity \( v \) are equal in the normal direction of the boundary. However in this extrusion case this condition is no longer valid on the inflow boundary and the outflow boundary of the domain. On the lower boundary we need an inflow condition. In the simulation we applied the condition \( (\nabla \zeta) \cdot n = 0 \) which can be employed when \( \zeta \) is negligibly small at the inflow region. The results will validate the assumption of this boundary condition.

In this extrusion case the equivalent strain is the state variable which has to be updated with the grid time derivative as we apply the rigid plastic model. In
Figure 6.26: Extrusion process.

Figure 6.27 the equivalent strain distributions of ALE calculations with various remap schemes of Chapter 5 are shown. The inflow condition $(\nabla \varepsilon) \cdot \mathbf{n} = 0$ can be applied when the inflow boundary is 'far' enough from the deformation zone of the outflow region. One can see that the first order upwind scheme tends to smooth the gradient of the equivalent strain over the thickness in the outflow region and the maximum equivalent strain is reduced. The differences in the equivalent strain distributions are due to the choice of the scheme applied for the convective term for the updating of the equivalent strain.

In the outflow region the isolines should be straight in the stationary case as no deformation takes place there. The equivalent strain distributions remain unchanged in the outflow region in all the ALE calculations. This is a result of the fact that the applied schemes reduce to one-dimensional schemes when the convection velocity is aligned along the mesh. In Figure 6.27 it can be seen
that the streamlines of the material velocity are aligned along the mesh in the outflow region. As the convective velocity $v_c$ equals the material velocity in this extrusion case ($v_g = 0$) the convective velocity is also mesh aligned. In the deformation zone the streamlines are also approximately grid aligned. As a result the schemes of Chapter 5 behave almost optimally in these cases. They show hardly any crosswind diffusion across the width. In the simulation of the extrusion case with various schemes for the remap of the equivalent strain the differences are not as large as in the Molenkamp test case of Section 6.1. Several reasons can be suggested to support this fact. The Molenkamp test is a pure convection test case with steep gradients. In the extrusion the gradients are usually less steep as the material behaviour tends to smooth out gradients of the equivalent strain. Another reason is that the convective velocity in the extrusion case was more or less along the mesh direction. The above schemes behave optimally in that case. The extrusion process was also carried out with quadratic triangular elements. The Van Leer scheme of Section 5.3.2 and the first order upwind scheme were applied for the remap of the equivalent strain. In Figure 6.28 the equivalent strain distribution is shown of both calculations. The convective velocity is not grid aligned in these simulations. Nevertheless the isolines of the equivalent strain distribution remain almost straight in the outflow region in the case of the Van Leer based scheme. Again one can see that the gradients are smoothed across the width with the first order upwind scheme.
6.3 Applications to forming processes

Figure 6.27: Equivalent plastic strain distribution for various schemes and the streamline distribution.

(a) Van Leer scheme  
(b) $\kappa = \frac{1}{3}$ scheme

(c) First order upwind scheme  
(d) Streamlines
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
<td>D</td>
<td>E</td>
<td>F</td>
<td>G</td>
<td>H</td>
</tr>
<tr>
<td>3.047</td>
<td>2.641</td>
<td>2.234</td>
<td>1.828</td>
<td>1.422</td>
<td>1.016</td>
<td>0.609</td>
<td>0.203</td>
</tr>
</tbody>
</table>
Figure 6.28: Equivalent plastic strain distribution using quadratic triangular elements.
6.4 Conclusion

In the simulation of forming processes with various schemes for the remap of the equivalent strain, the differences in the results are not as large as in the Molenkamp test case of Section 6.1. Several reasons can be suggested for this fact. The Molenkamp test is a pure convection test case with steep gradients. In the simulations of forming processes, gradients in the equivalent strain are smoothed due to material behaviour. In forming processes, the convective terms can also be small in so-called "almost" updated Lagrangian calculations \( v_g \approx v \). The calculation of the convective term for the updating of state variables is not crucial in these "almost" updated Lagrangian calculations. The ALE method is more suitable than the updated Lagrangian method in the punch indentation problem. The most important aspect of the ALE method was that with the ALE method, we can obtain refined meshes in regions with steep gradients (see the punch indentation problem of Section 6.3.1). Moreover, the ALE method could be applied with the help of an error estimator to control the mesh velocities (see e.g. [24]).

In calculations with large time steps, oscillations can occur due to the convective terms. However, in ALE calculations, the time step is usually restricted by other parts of the calculation, for example, by the contact behaviour or by the material behaviour.

When the meshes are strongly distorted, the schemes for quadrilateral elements become less accurate as they assume two local orthogonal directions. In that case, these schemes become less accurate. The Van Leer based scheme extended for triangular elements of Section 5.3.2 can also be worked out for quadrilateral elements which leads to better results in the case of unstructured or distorted meshes.

It can be concluded from the simulation of the punch indentation problem and the upsetting problem that the transfinite mapping method is effective in reducing the mesh distortion in specific cases.

The Laplace schemes for the mesh velocity calculation tend to prevent mesh distortion in the second academic test case and the forging example. However, even these schemes cannot prevent the need for a complete remeshing with a new mesh topology. An important aspect of the ALE method is that the number of complete remeshings can be reduced which usually results in more accurate results but they cannot be prevented entirely.
Chapter 7

Conclusions & recommendations

The general conclusions are:

- The Molenkamp test is a good test case for the numerical behaviour of convection schemes. In ALE calculations the influence of the convection schemes for the remap of state variables is generally less important.

- The ALE method can be useful in reducing the mesh distortion and as a result in reducing the number of necessary complete remeshings. The application of the ALE method in combination with complete remeshings is preferred.

- The application of the ALE method is interesting in the case of quadratic elements as the elements preserve a better shape which is important for the accuracy of these quadratic elements.

- For the meshing in the ALE method the Laplacian based methods are preferred to the transfinite mapping method as the transfinite mapping method puts restrictions on the mesh topology.

The general recommendations are:

- The meshing methods in the ALE method should be improved. These methods should be more effective in reducing the mesh distortion and they should also employ error estimators.

- The Van Leer based scheme for triangular elements can be worked out for quadrilateral element in order to improve the accuracy in the case of unstructured or distorted quadrilateral element meshes.

- As complete remeshings cannot be prevented, these remeshings and the corresponding remap of state variables should be the subject of further research in order to improve the results.
List of symbols

Scalars

- $C$: Courant number
- $C_b$: bulk modulus
- $C_C$: penalty coefficient for contact
- $C_m$: convergence limit for the Laplace schemes for the mesh velocity definition
- $f$: flux
- $G$: shear modulus
- $g$: gap function in contact
- $h(\mathbf{v})$: non-penetration contact condition
- $I$: potential function
- $J$: Jacobian
- $K$: consistency parameter in the Norton–Hoff model
- $N$: finite element interpolation function
- $M$: finite element interpolation function
- $m$: strain rate sensitivity index
- $n$: hardening parameter
- $p$: hydrostatic pressure
- $Q$: quality of an element
- $r$: ratio of consecutive gradients
- $t$: time
- $s$: length
- $w$: weight function in the transfinite mapping method
- $\zeta$: an arbitrary state variable
- $\eta$: shear coefficient
- $\kappa$: $\kappa$ finite volume scheme
- $\lambda$: Lagrange multiplier
- $\mu$: friction coefficient
- $\nu$: Poisson ratio
- $\rho$: density
\( \rho_p \)\hspace{1cm} \text{penalty coefficient for incompressibility} \\
\( \phi \)\hspace{1cm} \text{yield function or limiter function} \\
\( \bar{\sigma} \)\hspace{1cm} \text{equivalent stress} \\
\( \sigma_y \)\hspace{1cm} \text{yield stress} \\
\( \sigma_n \)\hspace{1cm} \text{contact stress in normal direction} \\
\( \varepsilon \)\hspace{1cm} \text{logarithmic strain} \\
\( \bar{\varepsilon} \)\hspace{1cm} \text{equivalent strain} \\

Vectors

\( \mathbf{f} \)\hspace{1cm} \text{body force} \\
\( \mathbf{F} \)\hspace{1cm} \text{nodal force} \\
\( \mathbf{n} \)\hspace{1cm} \text{normal vector} \\
\( \mathbf{p} \)\hspace{1cm} \text{stress vector} \\
\( \mathbf{Q}_M \)\hspace{1cm} \text{discretisation of } \partial W_{\text{int}} \\
\( \mathbf{t} \)\hspace{1cm} \text{tangential vector} \\
\( \mathbf{T} \)\hspace{1cm} \text{prescribed stress} \\
\( \mathbf{u} \)\hspace{1cm} \text{material displacement} \\
\( \mathbf{u}_c \)\hspace{1cm} \text{convective displacement} \\
\( \mathbf{u}_g \)\hspace{1cm} \text{mesh displacement} \\
\( \mathbf{v} \)\hspace{1cm} \text{material velocity} \\
\( \mathbf{v}_c \)\hspace{1cm} \text{convective velocity} \\
\( \mathbf{v}_g \)\hspace{1cm} \text{mesh velocity} \\
\( \mathbf{v}_{\text{tool}} \)\hspace{1cm} \text{tool velocity} \\
\( \mathbf{v}^* \)\hspace{1cm} \text{virtual velocity} \\
\( \mathbf{V} \)\hspace{1cm} \text{nodal velocity vector} \\
\( \mathbf{x} \)\hspace{1cm} \text{spatial coordinate} \\
\( \mathbf{X} \)\hspace{1cm} \text{material coordinate (also the initial coordinate)} \\
\( \mathbf{\tau} \)\hspace{1cm} \text{tangential stress vector on boundary } \Gamma_C \\
\( \mathbf{\xi} \)\hspace{1cm} \text{local coordinates} \\
\( \mathbf{\chi} \)\hspace{1cm} \text{referential coordinates} \\
\( \mathbf{\psi} \)\hspace{1cm} \text{coordinates of a discretised curve} \\

Second order tensors

\( \mathbf{B} \)\hspace{1cm} \text{left Cauchy–Green} \\
\( \mathbf{C} \)\hspace{1cm} \text{right Cauchy–Green} \\
\( \mathbf{D} \)\hspace{1cm} \text{rate of deformation}
e  Euler–Almansi strain
E  Green–Lagrange strain
F  deformation gradient
K  stiffness matrix
L  velocity gradient
R  rotation tensor
U  right stretch tensor
V  left stretch tensor
W  spin tensor
ε  linear strain tensor
σ  Cauchy stress
s  deviatoric stress
I  second order identity tensor

Fourth order tensors

E  elasticity tensor
I  fourth order identity tensor
Y  yield tensor
L^S  constitutive tensor for the deviatoric stress

Operators

A^{−1}  inverse of tensor A
A^T  transpose of tensor A
det(A)  determinant of tensor A
tr(A)  trace of tensor A
\dot{\zeta}  Jaumann or corotational time derivative
\frac{\partial \zeta}{\partial t}  material time derivative of a state variable \zeta
\frac{\nabla \zeta}{\Delta t}  grid time derivative with constant referential coordinates
\nabla \zeta  post-gradient to the spatial coordinates
\nabla  pre-gradient to the spatial coordinates
(\zeta)_x  gradient of \zeta to x

Subscripts
List of symbols

0 with respect to the initial coordinates
c contact or convective
g with respect to the referential (or grid) coordinates
ref the reference situation of the beginning of the time step
e per element
l updated Lagrangian situation
m with respect to the material coordinates

Superscripts

d deviatoric part
e elastic part
p plastic part
\' situation at the end of the time step

Others

Ω domain
Γ boundary of domain
ΓC part of boundary in contact with tool
Γv part of boundary with prescribed velocity
ΓT part of boundary with prescribed stresses
P mechanical problem
\( P_h \) discretised mechanical problem
\( R_h \) solution of \( P_h \)
\( V^* \) collection of kinematically admissible velocities
\( V_C^* \) collection of kinematically admissible velocities fulfilling the non-penetration contact condition
\( V_{div}^* \) collection of kinematically admissible velocities fulfilling the incompressibility condition
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Appendix A

Finite element method

The finite element method is applied to discretise the weak formulations (3.28)\(\Pi\)
(3.33) and (3.43). The domain \(\Omega\) is split up into a finite number of subdomains \(\Omega_e\). As a result the integrals of the weak formulations are subdivided into a finite number of subintegrals. Subsequently we solve the weighted equilibrium equation of an element. For each element the velocity is described by the interpolation functions \(N\) and the nodal velocities \(V\) [64\(\Pi\)33]. In the same manner the coordinates \(x\) are interpolated. The pressure is interpolated using the interpolation functions \(M\). We obtain:

\[
\begin{align*}
\mathbf{v} &= \mathbf{V}^\alpha N^\alpha(\xi) \quad ; \quad \mathbf{x} = \mathbf{X}^\alpha N^\alpha(\xi) \quad ; \\
p &= P^\gamma M^\gamma(\xi) \quad ; \quad \lambda = \lambda^l N^l(\xi) \quad .
\end{align*}
\]

It should be remarked that \(\mathbf{V}\) contains the velocity components of the two dimensions of the problem. The Galerkin method is applied here which means that the same interpolation functions are employed for the weight functions \(\mathbf{v}^\gamma p^\gamma\) and \(\lambda^*\).

\[
\begin{align*}
\mathbf{v}^* &= \delta \mathbf{V}^\alpha N^\alpha(\xi) \quad ; \quad p^* = \delta P^\gamma M^\gamma(\xi) \quad ; \\
\lambda^* &= \delta \lambda^l N^l(\xi) \quad .
\end{align*}
\]

In the following sections these interpolations are applied to describe the integrals for each element. As a consequence we obtain a discrete set of equations per element. The total system of equations is derived by demanding continuity for the velocity and equilibrium of forces between the elements.
A.1 Viscoplastic model

In the case of a viscoplastic model the weak formulation for an element is (3.28):

\[
\int_{\Omega} 2K(\sqrt{3})^{\text{pred}} \mathbf{D}^* : \mathbf{D} \; d\Omega - \int_{\Omega} (\nabla \mathbf{v}^*) \mathbf{p} \; d\Omega =
\]

\[
\int_{r_{c,s}} \mathbf{v}^* \cdot \mathbf{t}_n \; d\Gamma + \int_{r_{\gamma,s}} \mathbf{v}^* \cdot \mathbf{T} d\Gamma + \int_{r_{C,s}} \mathbf{v}^* \cdot \mathbf{n} \; d\Gamma , \; \forall \mathbf{v}^* \in \mathbf{V}^* \quad (A.3)
\]

and

\[
\int_{r_{c,s}} \lambda^* h(\mathbf{v}) \; d\Gamma \leq 0 , \; \forall \lambda^*,
\]

\[
\int_{\Omega} p^*(\nabla \mathbf{v}) \; d\Omega = 0 , \; \forall p^* .
\]

The interpolations (A.1) and (A.2) are substituted into these integrals resulting finally in a discrete system of equations. Now the various terms in the integrals are discretised consecutively.

The rate of deformation tensor \( \mathbf{D} \) (2.24) becomes:

\[
\mathbf{D}_{ij} = \frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right) = \frac{1}{2} \left( \frac{\partial N^\alpha}{\partial x_i} \delta_{jk} + \frac{\partial N^\alpha}{\partial x_j} \delta_{ik} \right) V^\alpha_k = B^\alpha_{ijk} V^\alpha_k \quad \Rightarrow \quad (A.4)
\]

\[
\mathbf{D} = \mathbf{B}^\alpha \cdot \mathbf{V}^\alpha ,
\]

where the nodal velocity vector \( \mathbf{V}^\alpha \) consists of the velocity components of nodal point \( \alpha \). The divergence of the velocity field becomes:

\[
\mathbf{D}_i = B^\alpha_{ijk} V^\alpha_k \quad \Rightarrow \quad \text{tr}(\mathbf{D}) = \mathbf{B}^\alpha \cdot \mathbf{V}^\alpha .
\quad (A.5)
\]

\( \mathbf{D}^* \) is discretised in the same manner as \( \mathbf{D} \):

\[
\mathbf{D}^* = \delta \mathbf{V}^\alpha \cdot (\mathbf{B}^\alpha)^T .
\quad (A.6)
\]

Subsequently the boundary integrals are discretised. The velocity field is interpolated using the same interpolation functions \( N \) on \( \Gamma_C \) as in \( \Omega \). The contact with the tool is assumed to be unilateral which means that the whole tool has a velocity \( \mathbf{V}_{\text{tool}} \). For the discretisation contact elements are used so corresponding nodes are projected onto the tool with a prescribed nodal
velocity $\mathbf{V}_\text{tool}^\alpha$. The frictional behaviour can then be discretised using the
viscous friction law (2.62):

$$\tau_f = -\mu N^\alpha ((\mathbf{V}^\alpha - \mathbf{V}_\text{tool}^\alpha) \cdot \mathbf{t} \cdot \mathbf{t}) \quad (A.7)$$

For each element the following expression is obtained:

$$\delta \mathbf{V}^\alpha \cdot \int_{\Omega_e} 2K(\sqrt{\varepsilon}) \varepsilon \mathbf{B}^\alpha \cdot \mathbf{B}^\beta \, d\Omega \cdot \mathbf{V}^\beta$$

$$- \delta \mathbf{V}^\alpha \cdot \int_{\Omega_e} (\mathbf{B}^\alpha)^T \mathbf{M}^\gamma \, d\Omega \, P^\gamma$$

$$+ \delta \mathbf{V}^\alpha \cdot \int_{\Gamma_{C,e}} \mu \mathbf{t} \cdot N^\alpha N^\beta \mathbf{t} \, d\Gamma \cdot (\mathbf{V}^\beta - \mathbf{V}_\text{tool}^\beta)$$

$$- \delta \mathbf{V}^\alpha \cdot \int_{\Gamma_{T,e}} \mathbf{n} \cdot N^\alpha \mathbf{n} \cdot d\Gamma \sigma'_n = \delta \mathbf{V}^\alpha \cdot \int_{\Gamma_{T,e}} N^\alpha \mathbf{T} \cdot d\Gamma, \quad \forall \delta \mathbf{V}^\alpha. \quad (A.8)$$

The equation for the incompressibility constraint is worked out in detail as follows:

$$\delta P^\delta \int_{\Omega_e} M^\delta \mathbf{B}^\beta_i \cdot d\Omega \cdot \mathbf{V}^\beta = 0, \quad \forall \delta P^\delta \quad (A.9)$$

In incompressible or nearly incompressible cases volume locking can occur [64]. The problem of volume locking can be prevented by using a lower order interpolation of the pressure $P$ and the term $(\nabla \cdot \mathbf{v})$ than the interpolation of the velocity field. In this work a constant $P$ and a constant $(\nabla \cdot \mathbf{v})$ for each element is used and they are discontinuous across the element boundaries. So a constant interpolation function for an element $\Gamma M = 1$ is used for the pressure. As a result the pressure $P$ can be eliminated for each element. The penalty method is applied to solve the pressure variable. The penalised form of the incompressibility constraint is:

$$\int_{\Omega_e} (\mathbf{B}^\beta_i \cdot \mathbf{V}^\beta - \frac{1}{\rho_p} P) \, d\Omega = 0, \quad (A.10)$$

with a large penalty coefficient $\rho_p$. When $\rho_p \to \infty$ the penalised problem converges to the original Lagrange multiplier problem. The expression (A.10) is evaluated in the middle of the element which yields an expression for $P$:

$$P = \rho_p \mathbf{B}^\beta_i \cdot \mathbf{V}^\beta, \quad (A.11)$$
where $B^\alpha_i$ is evaluated in the middle of the element. This is substituted into the second integral of (A.8) resulting in:

$$\delta V^\alpha \cdot \int_{\Omega_e} \rho_p (B^\alpha_i)^T B^\beta d\Omega \cdot V^\beta.$$  \hspace{1cm} (A.12)

This integral is evaluated in the middle of the element.

Since some compressibility is allowed in the penalty method the isotropic part of $D = B^\beta \cdot V^\beta$ has to be eliminated in the first integral of (A.8). We then obtain:

$$\int_{\Omega_e} 2k (\sqrt{\frac{\sigma}{\Omega}})^{n+1} (B^\alpha)^T : B^\beta_d d\Omega \cdot V^\beta,$$  \hspace{1cm} (A.13)

where

$$B^\beta_d = (B^\beta - B^\beta_i 1).$$  \hspace{1cm} (A.14)

The boundary $\Gamma_c$ is discretised using contact elements (Figure A.1). A nodal point on $\Gamma_c$ has a corresponding nodal point the projection onto the tool (see Figure A.2). The non-penetration condition described by $h(v)$ is also solved using a penalty technique [8]. In the tangential direction at the boundary viscous frictional behaviour is assumed.

Using the velocity non-penetration condition including the time integration according to [15]:

$$h(v) n_j = N^\alpha \left( (V^\alpha_i - V^\alpha_{tool,i}) n_i \Delta t - g^\alpha(t) \right) n_j$$

$$h(v) n = N^\alpha \left( (V^\alpha - V^\alpha_{tool}) \cdot n \Delta t - g^\alpha(t) \right) n$$  \hspace{1cm} (A.15)
where \( g^\alpha(t) \) is the gap function of node \( \alpha \) at time \( t \). This is the distance between nodal point \( \alpha \) and point \( \gamma \Gamma \) which is the projection of \( \alpha \) onto the tool (see Figure A.2). The non-penetration constraint is written in the penalised form in a similar way as with the incompressibility condition (cf. (A.10)):

\[
\delta \lambda \int_{\Gamma_{C,\alpha}} N^\alpha \left[ \left( (V^\alpha - V^\alpha_{\text{tool}}) \cdot n \Delta t - g^\alpha(t) \right) n - \frac{1}{C_c} \sigma_n^\alpha \right] d\Gamma \leq 0, \forall \delta \lambda,
\]

where the Lagrange multiplier \( \sigma_n^\alpha \) must be less than or equal to zero. We interpolate \( \sigma_n^\alpha \) in the same way as the velocity \( v \) and the integrals are evaluated between two corresponding contact nodal points. As a result the constraint equations for \( \sigma_n^\alpha \) can be written for the two corresponding nodal points separately. So \( \sigma_n^\alpha \) can be written in terms of the properties of nodal point \( \alpha \):

\[
\sigma_n^\alpha = C_c \left( (V^\alpha - V^\alpha_{\text{tool}}) \cdot n \Delta t - g^\alpha(t) \right) n \leq 0. \quad (A.16)
\]

The contact stress \( \sigma_n^\alpha \) should be smaller equal to 0. The penalty coefficient \( C_c \) can also be called a contact stiffness as \( C_c \) can be interpreted as the stiffness of a spring between the tool and the material which allows some penetration of material into the tool. Substituting this into the last term of (A.3):

\[
\int_{\Gamma_{C,\alpha}} C_c N^\alpha N^\beta \left( (V^\beta - V^\beta_{\text{tool}}) \cdot n \Delta t - g^\beta(t) \right) d\Gamma, \quad (A.17)
\]

where \( \langle \cdot \rangle \) indicates that it is only taken into account when it is negative.

The final system of equations becomes:

\[
[K_M]^{\alpha\beta} \cdot \dot{V}^\beta + [K_C]^{\alpha\beta} \cdot (V^\beta - V^\beta_{\text{tool}}) = F_T^\beta - F_C^\alpha \quad (A.18)
\]
where

\[ [K_M]^{\alpha \beta} = \int_{\Omega_e} \left( 2K(\sqrt{3}e)^{n+1}(B^\alpha)^T : B^\beta_d + \rho_Y (B^\alpha_i)^T B^\beta_i \right) \, d\Omega, \]  

(A.19)

\[ [K_C]^{\alpha \beta} = \int_{\Gamma_e} \left( \mu \ t \ N^\alpha N^\beta \ t - C_C \ \Delta t \ \mathbf{n} \ N^\alpha N^\beta \ \mathbf{n} \right) \, d\Gamma, \]  

(A.20)

\[ F_T^\alpha = \int_{\Gamma_e} N^\alpha \mathbf{T} \, d\Gamma, \]  

(A.21)

\[ F_C^\alpha = \int_{\Gamma_e} (C_C \ g(t)^\beta \ N^\alpha N^\beta \ \mathbf{n}) \, d\Gamma. \]  

(A.22)

The first term of (A.18) is the discretisation of internal work \( \partial W_{int} \Gamma \) where the hydrostatic part is obtained by reduced integration. The two integrands of the first integral can also be combined into one \( \mathbf{B} \)-matrix. This is the so-called \( B \)-bar method [43]. The second term takes into account the discretisation of the contact with the tool. It is equal to zero when there is no contact. The last term of the right hand side \( F_C^\alpha \) takes into account the penalty on the gap at time \( t \). \( F_T \) is the nodal force vector on \( \Gamma_T \).

The system of equations can also be written in the form of the stiffness matrix \( [K] \) the nodal velocity \( \mathbf{V} \) and the nodal force vector \( \mathbf{F} \):

\[ [K]^{\alpha \beta} \cdot \mathbf{V}^\beta = \mathbf{F}^\alpha, \]  

(A.23)

where \( [K] = [K_M] + [K_C] \) and \( \mathbf{F} = F_T - F_C \). The vector \( \mathbf{V} \) contains all the nodal velocities and it also contains the velocity of the nodal points projected onto the tool. For one single element the system of equations is known and hence the system of equations for the whole domain can be obtained.

### A.2 Elastoplastic model

In the case of an elastoplastic model the weak form (3.33) must be discretised:

\[
\int_{\partial \nu} (\mathbf{v}^* \nabla \mathbf{v}) : (\mathbf{s}^\nu - \mathbf{p}^\nu 1) \, d\Omega = \int_{\Gamma_e} \mathbf{v}^* \cdot \mathbf{\tau}_d \, d\Gamma \\
+ \int_{\Gamma_e} \mathbf{v}^* \cdot \mathbf{\sigma}_n \mathbf{n}^\nu \, d\Gamma + \int_{\Gamma_T} \mathbf{v}^* \cdot \mathbf{T}^\nu \, d\Gamma, \quad \forall \mathbf{v}^* \in \mathbf{V}^* \]  

(A.24)
and

\[
\int_{\Omega} p^*(p' - p_{\text{ref}} + C_b \text{tr}(\mathbf{D}) \Delta t) \, d\Omega = 0, \quad \forall p^*, \quad \forall \lambda^*. 
\]

\[
\int_{\Gamma} \lambda^* h'(\mathbf{v}) \, d\Gamma \leq 0, \quad \forall \lambda^*. 
\]  \tag{A.25}

The same interpolation functions for \(\mathbf{v}\) and \(\lambda\) are used as in the previous section. The hydrostatic pressure \(p\) is interpolated and substituted into the first equation. This results again in a reduced integration of \(p\). The non-penetration condition is discretised in the same way as in the previous section. The deviatoric stress \(s\) is obtained by the mean normal method in the corrector step instead of directly from the instantaneous material velocity field. Altogether we obtain the following system of equations:

\[
\mathbf{Q}^\alpha_M + [\mathbf{K}_C]^{\alpha\beta} \cdot (\mathbf{V}^\beta - \mathbf{V}^\beta_{\text{tool}}) = \mathbf{F}_T - \mathbf{F}_C 
\]  \tag{A.26}

where

\[
\mathbf{Q}^\alpha_M = \int_{\Omega} \left( (\mathbf{B}^\alpha)^T : s' - (\mathbf{B}^\alpha_d)^T \left( p_{\text{ref}} + C_b \left( \mathbf{B}^\beta \cdot \mathbf{V}^\beta \Delta t \right) \right) \right) \, d\Omega \tag{A.27}
\]

Comparing this result with (A.18) we now have \(\mathbf{Q}^\alpha_M\) instead of \([\mathbf{K}_M]^{\alpha\beta} \cdot \mathbf{V}^\beta\). The form \(\mathbf{Q}^\alpha_M\) is not practical for the linearisation in the predictor step. Here the weak rate formulation of the internal virtual work \(\delta W_{\text{int}}\) will be used to provide the linearisation of \(\mathbf{Q}^\alpha_M\) for the predictor step. The weak rate formulation results in an expression that is written in terms of a stiffness matrix and the vector \(\mathbf{V}\).

**A.2.1 Discretisation of the weak rate form**

Now we concentrate on the discretisation of the weak rate formulation of \(\partial W_{\text{int}}\) (3.43):

\[
\partial W_{\text{int}} = \int_\Omega \mathbf{L}^* : (\mathbf{L} \cdot \sigma) \, d\Omega - \int_\Omega (\text{tr}(\mathbf{D}^*) \, \hat{\mathbf{p}}) \, d\Omega \tag{A.28}
\]

\[
+ \int_\Omega \mathbf{D}^* : (-\mathbf{I} \cdot \sigma - \sigma \cdot \mathbf{I} + \mathbf{L}^S + \mathbf{\sigma} \mathbf{1}) : \mathbf{D} \, d\Omega \tag{A.29}
\]
The quantities are interpolated in the same way as in the previous section. Again using reduced integration for \( \dot{p} \) and \( \text{tr}(D) \) as for the incompressibility equation in the viscoplastic case, the following integral results:

\[
\int_{\Omega} \varepsilon(\dot{p} + C_b \text{tr}(D)) \ d\Omega = 0, \quad \forall \varepsilon \nabla p^*.
\] (A.30)

This can be rewritten in the form of a stiffness matrix multiplied by the velocity:

\[
\delta \mathbf{V}^\alpha \cdot \left[ (B^\alpha)^T : (\varepsilon I - \sigma \cdot I + L^S) : B^\beta + C_b (B^\alpha_i)^T B^\beta_i \
+ N^\alpha \nabla \cdot \sigma \cdot N^\beta \nabla \right] \ d\Omega \cdot \mathbf{V}^\beta.
\] (A.31)

In the predictor step this expression is employed for the linearisation of the term \( Q_M^\alpha \) of (A.26).

This method of obtaining the stiffness matrix from the weak rate formulation can also be used for other history dependent models. The Coulomb friction model can be treated in a similar way as the elastoplastic model. In order to obtain a stiffness matrix of a weak rate formulation, it can be used.
Appendix B

Van Leer scheme for quadrilateral elements

For quadrilateral elements the new distribution is calculated from the following integrals:

\[ \zeta_i = \frac{1}{\Delta x^i} \int_{x^i - \frac{1}{2}}^{x^i + \frac{1}{2}} \zeta dx, \quad (B.1) \]

\[ (\zeta_i)_x = \frac{12}{(\Delta x^i)^2} \int_{x^i - \frac{1}{2}}^{x^i + \frac{1}{2}} \zeta(x - x^i) dx, \quad (B.2) \]

where the integrands of the right hand sides are discontinuous distributions of \( \zeta \) in the new elements. We use for \( \zeta \) the distribution that is limited according to (5.41). First we work out in detail (B.1) with the help of Figure B.1:

\[ \zeta_i = \frac{1}{\Delta x^i} \left( \int_{\Omega^i} \zeta^i(x) dx - \sum_k \int_{\partial\Omega^i \cap \partial\Omega^k} \zeta^i(x) dx + \sum_k \int_{\partial\Omega^i \cap \partial\Omega^k} \zeta^k(x) dx \right), \quad (B.3) \]

where \( k \) is a neighbour element of element \( i \). The integrals are worked out over the new element with a length \( \Delta x^i = |x^{i+\frac{1}{2}} - x^{i-\frac{1}{2}}| \). The first integral of (B.3) is worked out in detail as follows:

\[ \frac{1}{\Delta x^i} \int_{\Omega^i} \zeta^i(x) dx = \zeta^i - C_i \Delta x^i (\zeta^i)_x, \quad (B.4) \]
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Figure B.1: Calculation of the discontinuous integrals of (B.3) for positive $\Delta u_c^{i+\frac{1}{2}}$ and $\Delta u_c^{i-\frac{1}{2}}$. (a) Integrating the distribution $\zeta_i^j(x)$ over the total element $\Omega_i$. (b) Subtracting the distribution $\zeta_i^j(x)$ for the indicated area. (c) Adding the distribution $\zeta_i^{i+1}(x)$. 

where

$$C_i = \frac{\Delta u_c^{i+\frac{1}{2}} + \Delta u_c^{i-\frac{1}{2}}}{2 \Delta x^d}. \quad \text{(B.5)}$$

The convective displacements $\Delta u_c$ are defined by (5.33). The second integral of (B.3) is the overlap of the new element $\Omega_i^t$ with an old neighbour element $\Omega_i^{i+1}$ or $\Omega_i^{i-1}$. In Figure B.1(b) only the overlap with an updated Lagrangian neighbour element $\Omega_i^{i+1}$ is considered, which means that $\Delta u_c^{i+\frac{1}{2}}$ is positive. This integral becomes:

$$\frac{1}{\Delta x^d} \int_{\Omega_i^{i+1}} \zeta_i^j(x) \, dx = C_i^{i+1} \left( \zeta_i^j + \left( C_i \Delta x^j + \frac{\Delta x^d}{2} (1 - C_i^{i+1}) \right)(\zeta_i^j)_{,x} \right). \quad \text{(B.6)}$$

where

$$C_i^{i+1} = \begin{cases} \frac{\Delta u_c^{i+\frac{1}{2}}}{\Delta x^d} & \text{if } \Delta u_c^{i+\frac{1}{2}} > 0, \\ 0 & \text{if } \Delta u_c^{i+1} < 0. \end{cases} \quad \text{(B.7)}$$

One can interpret this as the area of the element multiplied by the mean value of this part. The third integral of (B.3) represents the contribution $\zeta_i^{i+1}$ of the updated Lagrangian neighbour element $(i+1)$ (see Figure B.1(c)):

$$\frac{1}{\Delta x^d} \int_{\Omega_i^{i+1}} \zeta_i^{i+1}(x) \, dx = C_i^{i+1} \left( \zeta_i^{i+1} + \frac{\Delta x^d}{2} (1 - C_i^{i+1}) \right)(\zeta_i^{i+1})_{,x}. \quad \text{(B.8)}$$
Here we have assumed that the element \((i - 1)\) also has an element length of \(\Delta x^i\) \(\text{i.e.}\) the same as element \(i\). So we assume a locally homogeneous mesh. If there is an overlap between the new element \(\Omega^i\) and the updated Lagrangian neighbour element \((i + 1)\) so that \(\Delta u_{i+\frac{1}{2}}^c\) is negative, we can derive similar equations. All these integrals are assembled and arranged into

\[
\zeta^i = C_{ic_{i+\frac{1}{2}}} \zeta_{ic_{i+\frac{1}{2}}}^i + (1 - C_{ic_{i+\frac{1}{2}}} + C_{i+\frac{1}{2}}) \zeta_{i+\frac{1}{2}}^i - C_{i+\frac{1}{2}} \zeta_{i+\frac{1}{2}}^{i+1} + \frac{C_{ic_{i+\frac{1}{2}}} \Delta x^i}{2} (1 - C_{ic_{i+\frac{1}{2}}} (\zeta_{ic_{i+\frac{1}{2}}}^i)_x + (C_i \Delta x^i (-1 + C_{ic_{i+\frac{1}{2}}} - C_{i+\frac{1}{2}}) + \frac{C_{i+\frac{1}{2}} \Delta x^i}{2} (1 + C_{i+\frac{1}{2}})) (\zeta_{i+\frac{1}{2}}^i)_x + \frac{C_{i+\frac{1}{2}} \Delta x^i}{2} (1 + C_{i+\frac{1}{2}} (\zeta_{i+\frac{1}{2}}^{i+1})_x),
\]

(B.9)

where

\[
C_{ic_{i+\frac{1}{2}}} = \begin{cases} 
\frac{\Delta u_{ic_{i+\frac{1}{2}}}}{\Delta x^i} & \text{if } \Delta u_{ic_{i+\frac{1}{2}}} > 0, \\
0 & \text{if } \Delta u_{ic_{i+\frac{1}{2}}} < 0.
\end{cases}
\]

\[
C_{i+\frac{1}{2}} = \begin{cases} 
\frac{\Delta u_{i+\frac{1}{2}}}{\Delta x^i} & \text{if } \Delta u_{i+\frac{1}{2}} < 0, \\
0 & \text{if } \Delta u_{i+\frac{1}{2}} > 0.
\end{cases}
\]

\[
C_i = \frac{\Delta u_{ic_{i+\frac{1}{2}}} + \Delta u_{i+\frac{1}{2}}}{2 \Delta x^i}.
\]

In the same way the integrals of (B.2) are calculated with the help of Figure B.1:

\[
(\zeta_{i+\frac{1}{2}}^i)_x = \frac{12}{(\Delta x^i)^3} \left( \int_{\Omega^i} \zeta^i(x) (x - x^i) \, dx - \sum_k \int_{\Omega^k \cap \Omega^i} \zeta^i_k(x) (x - x^i) \, dx \right.
\]

\[
+ \sum_k \int_{\Omega^k \cap \Omega^i} \zeta^k_{i+\frac{1}{2}} (x - x^i) \, dx \bigg). 
\]

(B.11)

The first integral becomes:

\[
\frac{12}{(\Delta x^i)^3} \int_{\Omega^i} \zeta^i_k(x) (x - x^i) \, dx = (\zeta_{i+\frac{1}{2}}^i)_x. 
\]

(B.12)
In case of overlap with neighbour element \((i-1)\) the second integral becomes:

\[
\frac{12}{(\Delta x^i)^3} \int_{\Omega_{i-1} \cap \Omega_i} \zeta_i^j(x) (x - x^i) \, dx = \frac{6C_{i+\frac{1}{2}}}{\Delta x^i} (1 - C_{i+\frac{1}{2}}) \zeta_i^j \\
+ 6 \left( C_i (C_{i+\frac{1}{2}} - 1) + C_{i+\frac{1}{2}} (-3 + 6C_{i+\frac{1}{2}} - 4C_{i+\frac{1}{2}}^2) \right) (\zeta_i^j)_x \tag{B.13}
\]

The third integral of (B.11) yields the contribution of neighbour element \((i-1)\):

\[
\frac{12}{(\Delta x^i)^3} \int_{\Omega_{i-1} \cap \Omega_i} \zeta_{i+\frac{1}{2}}^{i+1} (x - x^i) \, dx = \frac{6C_{i+\frac{1}{2}}}{\Delta x^i} (-1 + C_{i+\frac{1}{2}}) \zeta_{i+\frac{1}{2}}^{i+1} \\
- C_{i+\frac{1}{2}} (3 - 6C_{i+\frac{1}{2}} + 2C_{i+\frac{1}{2}}^2) (\zeta_{i+\frac{1}{2}}^{i+1})_x \tag{B.14}
\]

Summing the integrals and rearranging the terms results in:

\[
(\zeta_i^j)_x = \frac{6C_{i+\frac{1}{2}}}{\Delta x^i} (-1 + C_{i+\frac{1}{2}}) \zeta_i^{i+1} \\
+ \frac{6}{\Delta x^i} (C_{i+\frac{1}{2}} (1 + C_{i+\frac{1}{2}}) \\
+ C_{i+\frac{1}{2}} (1 - C_{i+\frac{1}{2}})) \zeta_i^j \\
+ \frac{6C_{i+\frac{1}{2}}}{\Delta x^i} (-1 - C_{i+\frac{1}{2}}) \zeta_{i+\frac{1}{2}}^{i+1} \\
- C_{i+\frac{1}{2}} (3 - 6C_{i+\frac{1}{2}} + 2C_{i+\frac{1}{2}}^2) (\zeta_{i+\frac{1}{2}}^{i+1})_x \\
+ \left( 1 + C_{i+\frac{1}{2}} (3 + 6C_{i+\frac{1}{2}} + 4C_{i+\frac{1}{2}}^2) \\
+ C_{i+\frac{1}{2}} (-3 + 6C_{i+\frac{1}{2}} - 4C_{i+\frac{1}{2}}^2) - \\
6C_i (C_{i+\frac{1}{2}} (1 + C_{i+\frac{1}{2}}) + C_{i+\frac{1}{2}} (1 - C_{i+\frac{1}{2}})) \right) (\zeta_i^j)_x \\
+ C_{i+\frac{1}{2}} (3 + 6C_{i+\frac{1}{2}} + 2C_{i+\frac{1}{2}}^2) (\zeta_{i+\frac{1}{2}}^{i+1})_x \tag{B.15}
\]
Appendix C

Van Leer based scheme for triangular elements

In this appendix the integrals of the Van Leer based scheme for triangular elements of section 3.3.2 i.e. (5.48) to (5.50) are worked out in detail. This work is taken from [56F57].

These integrals can be split into integrals over triangles and integrals over rectangles. For convenience the integrals are worked out in sums over the corner nodes. In these sums the index \( j \) refers to the node number of the triangle or rectangle. However the index \( j - 1 \) can become 0. In that case \( j + 1 \) can exceed the maximum node number. In the case that \( j + 1 \) has the value 4 for a triangle or the value 5 for a rectangle \( j + 1 \) represents node 1.

First we work out the third integral of the left hand side of (5.48). The second integral on the left hand side can be worked out in a similar way. The integral is approximated with an integral over the rectangle as shown in Figure C.1. This integral becomes

\[
\int_{\Omega_{j+1}} \left\{ \zeta^h_x + (\zeta^h_x)_x (x - \bar{x}^h_x) + (\zeta^h_y)_y (y - \bar{y}^h_y) \right\} d\Omega =
\]

\[
A_{\Omega} \left( \zeta^h_x - (\zeta^h_x)_x \bar{x}^h_x - (\zeta^h_y)_y \bar{y}^h_y \right)
\]

\[
+ \frac{1}{6} (\zeta^h_x)_x \sum_{j-1}^4 x_j \left( x_j (y_{j+1} - y_{j+2}) - y_j (x_{j+1} - x_{j+2}) \right)
\]

\[
+ \frac{1}{6} (\zeta^h_y)_y \sum_{j-1}^4 y_j \left( x_j (y_{j+1} - y_{j+2}) - y_j (x_{j+1} - x_{j+2}) \right).
\]
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Figure C.1: Approximation of the overlap (shaded area) of the updated Lagrangian element $k$ with the area $\Omega_k^i$ (dashed lines) and the new element $i$ with the area $\Omega_i^i$ (solid lines).

where

$$A_\Omega = \frac{1}{2} \sum_{j=1}^{4} x_j (y_{j+1} - y_{j-1}).$$

which represents the area of the rectangle.

Figure C.2: New triangular element $i$ with area $\Omega_i^i$ and the centroid $(\bar{x}_i, \bar{y}_i)$.

The left hand sides of (5.49) and (5.50) are integrals over the new triangular
element area $\Omega^i$ as shown in Figure C.2 and this yields:

$$
\int_{\Omega^i} \left\{ \zeta^i + (\zeta^i)_x(x - \bar{x}^i) + (\zeta^i)_y(y - \bar{y}^i) \right\} (x - \bar{x}^i) \, d\Omega = 
$$

$$
\frac{1}{36} A_\Delta \left( (\zeta^i)_x \sum_{j=1}^{3} x_j (2x_j - x_{j+1} - x_{j+2}) \right) 
+ (\zeta^i)_y \sum_{j=1}^{3} x_j (2y_j - y_{j+1} - y_{j+2}) 
$$

(C.3)

and

$$
\int_{\Omega^i} \left\{ \zeta^i + (\zeta^i)_x(x - \bar{x}^i) + (\zeta^i)_y(y - \bar{y}^i) \right\} (y - \bar{y}^i) \, d\Omega = 
$$

$$
\frac{1}{36} A_\Delta \left( (\zeta^i)_x \sum_{j=1}^{3} y_j (2x_j - x_{j+1} - x_{j+2}) \right) 
+ (\zeta^i)_y \sum_{j=1}^{3} y_j (2y_j - y_{j+1} - y_{j+2}) \right), 
$$

(C.4)

where $(\bar{x}^i, \bar{y}^i)$ is the centroid of the new element $i$. The area of the triangle $A_\Delta$ is given by:

$$
A_\Delta = \frac{1}{2} \sum_{j=1}^{3} x_j (y_{j+1} - y_{j+2}). 
$$

(C.5)

Figure C.3: The integral over the updated Lagrangian element $\Omega^i$ (shaded area).

The integrals over the updated Lagrangian element $\Omega^i$ in the right hand sides of (5.49) and (5.50) are worked out in a similar way as with the previous
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Two integrals \((C.3)\) and \((C.4)\). An important difference is that now the first moment of the updated Lagrangian distribution \(\zeta^i\) is taken with respect to \((\bar{x}_i, \bar{y}_i)\). So the centroid of the updated Lagrangian distribution \((x^i, y^i)\) does not coincide with \((x^i, y^i)\). This leads to the following two relations:

\[
\int_{\Omega_i} \left( (\zeta^i)^{,x}(x - \bar{x}^i) + (\zeta^i)^{,y}(y - \bar{y}^i) \right) (x - \bar{x}^i) \, d\Omega = A_\Delta (C_1 (\zeta^i)^{,x} + C_2 (\zeta^i)^{,y} + C_3 (\zeta^i)^{,y}),
\]

where

\[
C_1 = \frac{1}{3} \left( \sum_{j=1}^{3} x_j - 3\bar{x}^i \right),
\]

\[
C_2 = \frac{1}{12} \left( \sum_{j=1}^{3} \left( x_j (2x_j + x_{j+1} + x_{j+3} - 4\bar{x}^i - 4\bar{y}^i) + 12\bar{x}_i \bar{y}_i \right) \right),
\]

\[
C_3 = \frac{1}{12} \left( \sum_{j=1}^{3} (y_j (2y_j + y_{j+1} + y_{j+3} - 4\bar{x}^i - 4\bar{y}^i)) + 12\bar{x}_i \bar{y}_i \right)
\]

and

\[
\int_{\Omega_i} \left( (\zeta^i)^{,x}(x - \bar{x}^i) + (\zeta^i)^{,y}(y - \bar{y}^i) \right) (y - \bar{y}^i) \, d\Omega = 2A_\Delta (C_1 (\zeta^i)^{,x} + C_2 (\zeta^i)^{,x} + C_3 (\zeta^i)^{,y}),
\]

where

\[
C_1 = \frac{1}{3} \left( \sum_{j=1}^{3} y_j - 3\bar{y}^i \right),
\]

\[
C_2 = \frac{1}{12} \left( \sum_{j=1}^{3} (x_j (2y_j + y_{j+1} + y_{j+3} - 4\bar{y}^i) - 4y_j \bar{x}^i) + 12\bar{x}_i \bar{y}_i \right),
\]
\[ C_3 = \frac{1}{12} \left( \sum_{j=1}^{3} y_j (2y_j + y_{j+1} + y_{j+2} - 4\tilde{y}_j^i - 4\tilde{y}_j^j + 12\tilde{y}_j^k) \right). \]  

Finally expressions for the other integrals on the right hand side in (5.49) and (5.50) are given (see again Figure C.1):

\[
\int_{\Omega_i \cap \Omega_j^k} \left\{ \zeta^k_\lambda + (\zeta^k_\lambda)_\mu (x - \tilde{x}_\mu^k) + (\zeta^k_\lambda)_\nu (y - \tilde{y}_\nu^k) \right\} (x - \tilde{x}^\lambda) d\Omega = A_\lambda \left( C_1 \zeta^k_\lambda + C_2 (\zeta^k_\lambda)_\mu + C_3 (\zeta^k_\lambda)_\nu \right),
\]

where

\[ C_1 = -\tilde{x}^\lambda + \frac{1}{6} \sum_{j=1}^{4} x_j \left( x_j(y_{j+1} - y_{j+2}) - y_j(x_{j+1} - x_{j+2}) \right), \]

\[ C_2 = \tilde{x}^\lambda \tilde{x}^\lambda + \frac{1}{12} \sum_{j=1}^{4} x_j \left( x_j(x_{j+1}y_{j+1} - x_{j+2}y_{j+2}) + x_j \left( x_j - 2(\tilde{x}^\lambda + \tilde{x}_k) \right) (y_{j+1} - y_{j+2}) - y_j \left( x_j - 2(\tilde{x}^\lambda + \tilde{x}_k) \right) (x_{j+1} - x_{j+2}) \right), \]

\[ C_3 = \tilde{y}^k_\lambda \tilde{x}^\lambda + \frac{1}{24} \sum_{j=1}^{4} x_j \left( x_j(y_{j+1}^2 - y_{j+2}^2) + 2y_j \left( x_j - 2\tilde{x}^k - 2(\tilde{y}^k_\lambda) \frac{x_j}{y_j} \right) (y_{j+1} - y_{j+2}) - 2y_j \left( y_j - 2\tilde{x}^k \frac{y_j}{x_j} - 2(\tilde{y}^k_\lambda) \right) (x_{j+1} - x_{j+2}) \right), \]

and

\[
\int_{\Omega_i \cap \Omega_j^k} \left\{ \zeta^k_\lambda + (\zeta^k_\lambda)_\mu (x - \tilde{x}_\mu^k) + (\zeta^k_\lambda)_\nu (y - \tilde{y}_\nu^k) \right\} (y - \tilde{y}_\kappa) d\Omega = A_\kappa \left( C_1 \zeta^k_\lambda + C_2 (\zeta^k_\lambda)_\mu + C_3 (\zeta^k_\lambda)_\nu \right).
\]
where

$$C_1 = -\tilde{g}^i + \frac{1}{6} \sum_{j=1}^{4} y_j \left( x_j (y_{j+1} - y_{jcat}) - y_j (x_{j+1} - x_{jcat}) \right), \quad (C.19)$$

$$C_2 = \tilde{x}_i^k \tilde{y}_i + \frac{1}{24} \sum_{j=1}^{4} y_j \left( -y_j (x_{j+1}^2 - x_{jcat}^2) ight)$$

$$+ 2x_j \left( x_j - 2\tilde{g}^i \frac{y_j}{x_j} - 2(\tilde{x}_i) \right) (y_{j+1} - y_{jcat})$$

$$- 2x_j \left( y_j - 2\tilde{g}^i - 2(\tilde{x}_i) \frac{y_j}{x_j} \right) (x_{j+1} - x_{jcat}) \), \quad (C.20)$$

$$C_3 = \tilde{y}_i^k \tilde{y}_i + \frac{1}{12} \sum_{j=1}^{4} y_j \left( -y_j (x_{j+1}y_{j+1} - x_{jcat}y_{jcat}) \right)$$

$$+ x_j \left( y_j - 2(\tilde{g}_i + \tilde{y}_i^k) \right) (y_{j+1} - y_{jcat})$$

$$- y_j \left( y_j - 2(\tilde{g}_i + \tilde{y}_i^k) \right) (x_{j+1} - x_{jcat}) \), \quad (C.21)$$

Remark that the relations of this appendix can also be applied for quadrilateral elements.