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1 Introduction

In this paper we shall study the stationary behaviour of the content of a fluid reservoir which receives and releases fluid flows at rates which are determined by the actual state of an ergodic birth-death process evolving in the background. The reservoir is assumed to be infinitely large, which implies that for the stationary distribution of the content of the reservoir to exist it is necessary that some stability condition be satisfied.

The state space of the background birth-death process will be denoted by $\mathcal{N}$ and may be finite or infinite; in the former case $\mathcal{N} = \{1, 2, \ldots, N\}$ for some natural number $N \geq 2$, in the latter case $\mathcal{N}$ is the set of positive integers. We shall denote the state of the background process at time $t$ by $X(t)$ and the content of the reservoir at time $t$ by $C(t)$. The obvious approach to obtaining the stationary distribution of $\{C(t), t \geq 0\}$ is by analysing the two-dimensional process $\{(X(t), C(t)), t \geq 0\}$, which is Markovian.

Our assumption that the flow rates of fluid into and out of the reservoir are determined by the current state of the background process, entails that for each $i \in \mathcal{N}$ there is a real number $r_i$, the drift in state $i$, such that $r_i$ is the slope of $\{C(t)\}$ when the birth-death process is in state $i$, as long as this is physically possible. That is, the rate of change of the content of the reservoir (or the net input rate) at time $t$ is $r_{X(t)}$, provided $r_{X(t)} \geq 0$, or $r_{X(t)} < 0$ and $C(t) > 0$; if the reservoir has emptied at time $t$ it stays empty as long as the drift remains negative. We shall assume throughout this paper that $r_i \neq 0$ for all states $i$. We shall also assume that $r_i > 0$ for at least one $i \in \mathcal{N}$, since otherwise the reservoir is always empty.

When $\mathcal{N} = \{1, 2, \ldots, N\}$ for some natural number $N$, the model at hand is a generalization of the fluid flow models studied in the famous papers by Anick, Mitra and Sondhi [3] and Gaver and Lehoczky [13] in the early eighties, where specific birth-death processes and drift vectors $(r_1, r_2, \ldots, r_N)$ are considered. In van Doorn, Jagers and de Wit [9] and Coffman, Igelnik and Kogan [7] the authors allow the rate-modulating process to be an arbitrary birth-death process, but require the drift vector to have a particular sign structure. Background processes (on a finite state space) of a more general type than birth-death processes have been considered in many papers, notably [16, 17, 19, 23, 11, 12, 4, 14]. However, it appears that in the birth-death context some structural properties prevail which are lost in more general contexts. Therefore, it is of interest to analyse the model in the setting where the modulating process is a birth-death process with a finite state space, thereby generalizing some of the results in [7] and [9]. This will be done in Section 3.

Relatively few results are available in the literature dealing with (variants of) our model when $\mathcal{N}$ is infinite. We know of one reference in which, for a specific model, the approach is taken of letting $N$ tend to infinity in the expressions obtained for the truncated model in which $\mathcal{N} = \{1, 2, \ldots, N\}$, see [1]. It appears
that this is a viable procedure whenever the number of positive components of
the drift vector \((r_1, r_2, \ldots)\) is finite. This case will therefore be treated in Section
4.

As far as we know only one model has been treated in the literature which fits
into our setting and for which both \(N\) and the number of positive components of
the drift vector is infinite, see \[24\] and \[2\]. In this model, however, the number
of negative components of the drift vector is finite. In Section 5 we shall outline
a general procedure for solving models with this property. A complete analysis
of this case will be elaborated elsewhere \[10\]. The solution procedure we propose
is entirely different from the approaches chosen in \[24\] and \[2\].

The analyses in Sections 3, 4 and 5 amount to solving a finite (in Section
3) or infinite (in Sections 4 and 5) system of differential equations under certain
boundary conditions. The derivation of this system of differential equations will
be outlined in Section 2.

We finally note that there are several papers dealing with approximations for
our model when \(N\) is infinitely large, see, e.g., \[15, 21, 22\]. In this paper we
restrict ourselves to exact solutions.

## 2 Preliminaries

We shall let \(\lambda_i\) denote the birth rate and \(\mu_i\) the death rate in state \(i, i \in N,\)
of the birth-death process \(\{X(t), t \geq 0\}\) with state space \(N\) which regulates
the content of the reservoir. We shall assume that the birth and death rates
are positive with the exception of the death rate \(\mu_1\) in the lowest state and, if
\(N = \{1, 2, \ldots, N\}\), the birth rate \(\lambda_N\) in the highest state. It will be convenient
to interpret \(\lambda_i\) and \(\mu_i\) as zero if \(i \notin N\). We let

\[ \pi_i \equiv \prod_{j=1}^{i-1} \frac{\lambda_j}{\mu_j+1}, \quad i \in N, \tag{2.1} \]

where the empty product is interpreted as unity. The stationary state probabili-
ties \(p_i, i \in N,\) of the birth-death process can then be represented as

\[ p_i = \frac{\pi_i}{\sum_{j \in N} \pi_j}, \quad i \in N. \tag{2.2} \]

When \(N\) is infinite we shall always assume that the stationary distribution of the
birth-death process exists, that is, \(\sum_{i \in N} \pi_i\) is finite. In order that a stationary
distribution for \(C(t)\), the content of the reservoir at time \(t\), exists, the mean drift
should evidently be negative, that is, \(\sum_{i \in N} p_ir_i < 0\), or, equivalently,

\[ \sum_{i \in N} \pi_ir_i < 0. \tag{2.3} \]

We shall assume throughout that this stability condition is satisfied.
In what follows we let

\[ N^+ \equiv \{ i \in \mathcal{N} \mid r_i > 0 \}, \quad N^- \equiv \{ i \in \mathcal{N} \mid r_i < 0 \}, \]

and

\[ d_+ \equiv |N^+|, \quad d_- \equiv |N^-|. \]

Obviously, \( N^+ \cup N^- = \mathcal{N} \), since we have assumed that the drift in each state is nonzero. Also, when \( \mathcal{N} \) is infinite at least one of \( d_+ \) or \( d_- \) is infinity.

Putting

\[ F_i(t, u) \equiv \Pr[X(t) = i, C(t) \leq u], \quad t \geq 0, \quad u \geq 0, \quad i \in \mathcal{N}, \]

and \( F_i(t, u) \equiv 0 \) if \( i \notin \mathcal{N} \), it is not difficult to show that the Kolmogorov forward equations for the Markov process \( \{(X(t), C(t)), \ t \geq 0\} \) are given by

\[
\frac{\partial F_i(t, u)}{\partial t} = -r_i \frac{\partial F_i(t, u)}{\partial u} - (\lambda_i + \mu_i)F_i(t, u) + \lambda_{i-1}F_{i-1}(t, u) + \mu_{i+1}F_{i+1}(t, u), \quad i \in \mathcal{N}.
\]

But assuming that the process is in equilibrium, we may set \( F_i(t, u) \equiv F_i(u) \) and \( \partial F_i(t, u)/\partial t \equiv 0 \) and, hence, obtain the system

\[
r_i F'_i(u) = \lambda_{i-1}F_{i-1}(u) - (\lambda_i + \mu_i)F_i(u) + \mu_{i+1}F_{i+1}(u), \quad i \in \mathcal{N},
\]

where \( F_i(u) \) denotes the equilibrium probability that the birth-death process is in state \( i \) and the content of the reservoir does not exceed \( u \), again with the convention \( F_i(u) \equiv 0 \) if \( i \notin \mathcal{N} \).

Since the content of the reservoir is increasing whenever the drift is positive, the solution to (2.7) must satisfy the boundary conditions

\[
F_i(0) = 0, \quad i \in N^+.
\]

Also, we must obviously have

\[
F_i(\infty) \equiv \lim_{u \to \infty} F_i(u) = p_i, \quad i \in \mathcal{N}.
\]

3 Finite state space

In this section we will describe the procedure for solving the differential equations (2.7), subject to the boundary conditions (2.8) and (2.9), assuming \( \mathcal{N} = \{1, 2, \ldots, N\} \) with \( N \geq 2 \) and condition (2.3) is satisfied.

It will be convenient to write the homogeneous system (2.7) in matrix form as

\[
\mathbf{F}'(u) = R^{-1}Q^T \mathbf{F}(u),
\]

\[
3
\]
where superscript $T$ denotes transpose,

$$
F(u) \equiv (F_1(u), F_2(u), \ldots, F_N(u))^T,
$$

$$
R \equiv \text{diag}(r_1, r_2, \ldots, r_N),
$$

and $Q$ is the generator of the modulating birth-death process, that is,

$$
Q \equiv \begin{pmatrix}
-\lambda_1 & \lambda_1 & 0 & \cdots \\
\mu_2 & -(\lambda_2 + \mu_2) & \lambda_2 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & 0 & \mu_{N-1} & 0 & \cdots & -(\lambda_{N-1} + \mu_{N-1}) & \lambda_{N-1} \\
\cdots & 0 & \mu_N & 0 & & & & -\mu_N \\
\end{pmatrix}.
$$

(3.2)

Note that $R^{-1}$ exists because of our assumption that $r_i \neq 0$ for each state $i \in \mathcal{N}$.

We start off by deriving a representation formula for the characteristic polynomial of the matrix $R^{-1}Q^T$. To this end we define the sequence of polynomials $\{\Delta_n(x)\}_{n=0}^{N-1}$ by the recurrence relations

$$
\Delta_0(x) = 1, \quad \Delta_1(x) = x + \frac{\lambda_1}{r_1},
$$

$$
\Delta_n(x) = \left(x + \frac{\lambda_n}{r_n} + \frac{\mu_{n+1}}{r_{n+1}}\right) \Delta_{n-1}(x) - \frac{\lambda_n \mu_n}{r_n^2} \Delta_{n-2}(x), \quad 1 < n < N,
$$

(3.3)

and observe the following, where $I$ denotes the $N \times N$ identity matrix.

**Lemma 3.1** The characteristic polynomial $\det[xI - R^{-1}Q^T]$ of the matrix $R^{-1}Q^T$ can be represented as $x\Delta_{N-1}(x)$.

**Proof.** We define another sequence of polynomials $\{T_n(x)\}_{x=0}^{N-1}$ by the recurrence relations

$$
T_0(x) = 1, \quad T_1(x) = x + \frac{\lambda_1}{r_1},
$$

$$
T_n(x) = \left(x + \frac{\lambda_n + \mu_n}{r_n}\right) T_{n-1}(x) - \frac{\lambda_{n-1} \mu_n}{r_{n-1} r_n} T_{n-2}(x), \quad 1 < n < N.
$$

(3.4)

It is easy to see that the polynomial $T_n(x)$, $0 < n < N$, is the characteristic polynomial of the $n \times n$ north-west corner truncation of $R^{-1}Q^T$, and hence

$$
\det[xI - R^{-1}Q^T] = \left(x + \frac{\mu_N}{r_N}\right) T_{N-1} - \frac{\lambda_{N-1} \mu_N}{r_{N-1} r_N} T_{N-2}(x).
$$

It can readily be established by induction, however, that

$$
x\Delta_n(x) = \left(x + \frac{\mu_{n+1}}{r_{n+1}}\right) T_n(x) - \frac{\lambda_n \mu_{n+1}}{r_n r_{n+1}} T_{n-1}(x), \quad 1 \leq n < N,
$$
which proves the lemma. □

By Favard’s Theorem, see, e.g., Chihara’s book [6], the polynomials $\Delta_n(x)$, $n = 0, 1, \ldots, N − 1$, constitute the first $N$ elements of a sequence of orthogonal polynomials. It follows, see [6] again, that the zeros of these polynomials, and the zeros of $\Delta_{N-1}(x)$ in particular, are real and simple. We can therefore conclude from the above lemma that the eigenvalues of $R^{-1}Q^T$ are real and simple, with the possible exception of the eigenvalue 0. Since it has been shown, in a more general setting, in [19] and [23], that the matrix $R^{-1}Q^T$ must have $d_+$ negative eigenvalues, $d_- − 1$ positive eigenvalues and one eigenvalue 0, we can conclude the following.

**Lemma 3.2** The eigenvalues $\xi_j$, $j \in \mathcal{N}$, of $R^{-1}Q^T$ are all real and simple; ordering them in increasing magnitude one has $\xi_j < 0$, $j = 1, \ldots, d_+$; $\xi_{d_+ + 1} = 0$, $\xi_j > 0$, $j = d_+ + 2, \ldots, N$.

Knowing that all eigenvalues are simple it is straightforward to verify that the solution of (3.1) must be of the form

$$F(u) = \sum_{j \in \mathcal{N}} c_j \exp\{\xi_j u\} y^{(j)}, \quad u \geq 0,$$

(3.5)

where, for each $j \in \mathcal{N}$, the vector $y^{(j)} \equiv (y_1^{(j)}, y_2^{(j)}, \ldots, y_N^{(j)})$ is the suitably normalized eigenvector corresponding to the eigenvalue $\xi_j$, and $c_j$ is a constant. However, since $F(u)$ is bounded the coefficients $c_j$ corresponding to positive eigenvalues must vanish, that is, $c_j = 0$ for $j = d_+ + 1, \ldots, N$, by Lemma 3.2. Also, boundary condition (2.9) tells us that $c_{d_+ + 1} y^{(d_+ + 1)} = p$, where $p \equiv (p_1, \ldots, p_N)^T$ and $p_i$ is given in (2.2). Consequently, (3.5) reduces to

$$F(u) = p + \sum_{j=1}^{d_+} c_j \exp\{\xi_j u\} y^{(j)}, \quad u \geq 0. \quad (3.6)$$

The $d_+$ negative eigenvalues $\xi_j$ in (3.6) can be found by determining the negative zeros of the polynomial $\Delta_{N-1}(x)$ of Lemma 3.1. Since $\Delta_{N-1}(x)$ is an element of a sequence of orthogonal polynomials, very efficient methods exist for finding these zeros, which can be interpreted as eigenvalues of a symmetric tridiagonal matrix, see, e.g., [5] and [18]. Since $R^{-1}Q^T$ is a tridiagonal matrix, the eigenvectors $y^{(1)}, \ldots, y^{(d_+)}$ have nonzero first components. Hence, for $j = 1, \ldots, d_+$, we can normalize $y^{(j)}$ to have $y_1^{(j)} = 1$ and subsequently find the remaining components by solving the recurrence relations

$$y_1^{(j)} = 1, \quad \mu_2 y_2^{(j)} = r_1^{(j)} \xi_j + \lambda_1,$$

$$\mu_i y_i^{(j)} = (r_{i-1}^{(j)} \xi_j + \lambda_{i-1} + \mu_{i-1}) y_{i-1}^{(j)} - \lambda_{i-2} y_{i-2}^{(j)}, \quad i = 3, 4, \ldots, N. \quad (3.7)$$
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Finally, the constants $c_1, \ldots, c_{d_+}$ must be determined by the boundary condition (2.8), which translates into

$$\pi_i + \sum_{j=1}^{d_+} c_j y_i^{(j)} = 0, \quad i \in \mathcal{N}^+.$$  \hspace{1cm} (3.8)

As an aside we note that the system (3.8) can be solved explicitly when the drift vector has a particular sign structure, see [7] and [9].

The above is summarized in the following theorem.

**Theorem 3.3** The stationary distribution $F_i(u) \equiv \text{Pr}[X(t) = i, C(t) \leq u], \ i \in \mathcal{N} = \{1, 2, \ldots, N\}, \ u \geq 0$, of the process $\{(X(t), C(t)), \ t \geq 0\}$ is given by

$$F_i(u) = \pi_i + \sum_{j=1}^{d_+} c_j y_i^{(j)} \exp\{\xi_j u\},$$

where $\xi_j, \ j = 1, \ldots, d_+$, are the negative eigenvalues of $R^{-1}Q^T$, or, equivalently, the negative zeros of the polynomial $\Delta_{N-1}(x)$ defined in (3.3), and the constants $\pi_i, y_i^{(j)}$ and $c_j$, are determined by (2.2), (3.7) and (3.8), respectively.

Once the probabilities $F_i(u)$ are known it is usually a matter of routine to obtain various performance measures of interest, such as the probability of the content of the reservoir exceeding a particular level, cf. [3, 13, 9, 7].

4 **Infinite state space with $d_+ < \infty$**

In this section our goal is to obtain the solution of the differential equations (2.7), subject to the boundary conditions (2.8) and (2.9), assuming $\mathcal{N} = \{1, 2, \ldots\}$ and $d_+ \equiv |\mathcal{N}^+| < \infty$. Our approach involves truncation of the state space of the birth-death process to the set $\{1, 2, \ldots, N\}$ for some sufficiently large $N$ and letting $N$ tend to infinity in the expressions found for the ensuing finite model by the procedure of the previous section. As we shall see, the viability of this approach hinges on the fact that $d_+$ is finite.

Concretely, we choose $N$ such that $N > \max \mathcal{N}^+$ and

$$\sum_{i=1}^{N} \pi_i r_i < 0, \quad \text{for all } n \geq N,$$  \hspace{1cm} (4.1)

which is always possible since stability condition (2.3) is assumed to be satisfied. Next we truncate the state space of the birth-death process to $\{1, 2, \ldots, N\}$ and make state $N$ reflecting by setting $\lambda_N = 0$. The results of the previous section then tell us that for the truncated system, which is stable because of (4.1), the
stationary probability that the birth-death process is in state $i$ and the content of the reservoir does not exceed $u$ is given by

$$F_i^{(N)}(u) = p_i^{(N)} + \sum_{j=1}^{d_+} c_j^{(N)} y_i^{(N,j)} \exp\{\xi_j^{(N)} u\}, \quad u \geq 0, \ i = 1, 2, \ldots, N, \quad (4.2)$$

where we have indicated dependence on $N$, see Theorem 3.3. Of crucial importance is the fact that the number of terms in the summation appearing in (4.2) equals $d_+ < \infty$ independent of $N$, which allows us to interchange limit and summation when we let $N$ tend to infinity in (4.2). Before doing so, however, we must determine the limiting behaviour as $N \to \infty$ of the quantities $p_i^{(N)}$, $\xi_j^{(N)}$, $y_i^{(N,j)}$ and $c_j^{(N)}$.

First, it is obvious from (2.2) that

$$p_i^{(\infty)} \equiv \lim_{N \to \infty} p_i^{(N)} = p_i, \quad i \in \mathcal{N}. \quad (4.3)$$

Subsequently turning to the eigenvalues $\xi_j^{(N)}$, $j = 1, 2, \ldots, d_+$, we can show the following.

**Lemma 4.1** The limits

$$\xi_j^{(\infty)} \equiv \lim_{N \to \infty} \xi_j^{(N)}, \quad j = 1, 2, \ldots, d_+,$$

exist and satisfy $-\infty < \xi_1^{(\infty)} < \xi_2^{(\infty)} < \cdots < \xi_{d_+}^{(\infty)} < 0$.

**Proof.** We recall that the polynomial $\Delta_{N-1}(x)$ defined in (3.3) has negative zeros $\xi_j^{(N)}$, $j = 1, 2, \ldots, d_+$, while its other zeros are positive. By lifting the restriction $n < N$ in (3.3) we can make $\Delta_{N-1}(x)$ element of an infinite sequence $\{\Delta_n(x)\}_{n=0}^\infty$ which, by Favard’s Theorem, constitutes a sequence of orthogonal polynomials, see [6]. The lemma can now be established with the help of two results about zeros of orthogonal polynomials, see [6] again. Letting $x_{ni}$ denote the $i$th zero in ascending order of the $n$th polynomial in an orthogonal polynomial sequence, the first result says that for any fixed $i$ the sequence $\{x_{ni}\}_{n=i}^\infty$ is decreasing, so that its limit exist (possibly $-\infty$). Letting $X_i \equiv \lim_{n \to \infty} x_{ni}$, the second result says that if $X_i = X_{i+1}$ for some $i$ then $X_i = X_{i+k}$ for all $k = 1, 2, \ldots$. Considering that the $(d_+ + 1)$st zero of $\Delta_{N-1}(x)$ is positive for all $N$, the validity of the lemma is now evident. □

**Remark.** Interestingly, the sequence $\{\Delta_n(x)\}_{n=0}^\infty$ is orthogonal with respect to a positive measure which has point masses precisely at the points $\xi_1^{(\infty)}, \xi_2^{(\infty)}, \ldots, \xi_{d_+}^{(\infty)}$, but no other mass on the negative axis.
Having established the existence of the limits $\xi_j^{(\infty)}$ we can obviously let $N$ tend to infinity in the recurrence relations (3.7) for $y_i^{(N,j)}$, $i = 1, 2, \ldots, N$, by which we get the infinite system

$$
y_i^{(j)} = 1, \quad \mu_jy_i^{(j)} = r_i \xi_j^{(\infty)} + \lambda_i, \quad \mu_i y_i^{(j)} = (r_{i-1} \xi_j^{(\infty)} + \lambda_{i-1} + \mu_{i-1} - \lambda_{i-2}) y_{i-1}^{(j)} - \lambda_{i-2} y_{i-2}^{(j)}, \quad i \in \mathcal{N} \setminus \{1, 2\},
$$

(4.4)

where, for convenience, we have written $y_i^{(j)} = \lim_{N \to \infty} y_i^{(N,j)}$.

Next, we turn to the $d_+$ equations (3.8) for the constants $c_j^{(N)}$, $j = 1, 2, \ldots, d_+$. Assuming that the matrix of coefficients remains nonsingular as $N \to \infty$, it is clear that $c_j^{(\infty)} = \lim_{N \to \infty} c_j^{(N)}$, $j = 1, 2, \ldots, d_+$, exists and is the unique solution of the $d_+$ equations (3.8), where $y_i^{(j)}$ must now satisfy (4.4).

Finally, we can let $N$ tend to infinity in the right-hand side of (4.2) and check that the resulting expressions indeed represent the solution to (2.7) - (2.9). Summarizing we have the following.

**Theorem 4.2** The stationary distribution $F_i(u) \equiv \Pr[X(t) = i, C(t) \leq u]$, $i \in \mathcal{N} = \{1, 2, \ldots\}$, $u \geq 0$, of the process $\{(X(t), C(t)), t \geq 0\}$ when $d_+$ is finite, is given by

$$
F_i(u) = p_i + \sum_{j=1}^{d_+} c_j y_i^{(j)} \exp\{\xi_j^{(\infty)} u\},
$$

(4.5)

where $\xi_1^{(\infty)}, \xi_2^{(\infty)}, \ldots, \xi_{d_+}^{(\infty)}$ are the limits in Lemma 4.1 and the constants $p_i$, $y_i^{(j)}$ and $c_j$ are determined by (2.2), (4.4), and (3.8).

As in the finite case, it is evident that we cannot find explicit expressions for the quantities $\xi_j$, $p_i$, $y_i^{(j)}$ and $c_j$ in general. However, in special cases explicit results can be obtained. The following is an example.

**Example.** We consider a simplification of the model in [1] in which

$$
r_1 \equiv 1, \quad r_i \equiv -r < 0, \quad i = 2, 3, \ldots,
$$

so that

$$
\mathcal{N}^+ \equiv \{1\}, \quad \mathcal{N}^- \equiv \{2, 3, \ldots\}.
$$

Furthermore, the birth and death rates are constant, viz.,

$$
\lambda_i \equiv \lambda \quad \text{and} \quad \mu_{i+1} \equiv \mu, \quad i \in \mathcal{N}.
$$

Since $\pi_i = (\lambda/\mu)^{i-1}$, stability of the system is ensured if

$$
\frac{1}{1 + r} < \frac{\lambda}{\mu} < 1,
$$

(4.6)
which we shall assume in the remainder of this example.

Our main problem is to find \( \xi_1(\infty) \equiv \lim_{N \to \infty} \xi_1^{(N)} \), where \( \xi_1^{(N)} \) is the smallest zero of \( \Delta_{N-1}(x) \) defined in (3.3). For the given parameters, however, the sequence \( \{\Delta_n(x)\}_{n=0}^{\infty} \) can, after appropriate renormalization, be recognized as a sequence of perturbed Chebyshev polynomials, see [6] and [20]. Since the zeros of these polynomials converge for \( N \to \infty \) to limits for which explicit expressions exist, we can easily solve our problem. Indeed, from [6, p. 204] we obtain after some calculations, see [1],

\[
\xi_1(\infty) \equiv \lim_{N \to \infty} \xi_1^{(N)} = - \left( \lambda - \frac{\mu}{1+r} \right). \tag{4.7}
\]

Writing \( y_i \equiv y_i^{(j)} \) the recurrence relations (4.4) reduce to

\[
y_1 = 1, \quad y_2 = (1 + r)^{-1} \quad \mu y_i = \left( (1 + r)\lambda + \frac{\mu}{1 + r} \right) y_{i-1} - \lambda y_{i-2}, \quad i \in \mathcal{N} \setminus \{1, 2\},
\]

which immediately yields

\[
y_i = \left( \frac{1}{1 + r} \right)^{i-1}, \quad i \in \mathcal{N}. \tag{4.8}
\]

Since (3.8) becomes

\[
p_1 + c_1 y_1 = 0,
\]

so that \( c_1 = -p_1 \), and evidently

\[
p_i = \left( 1 - \frac{\lambda}{\mu} \right) \left( \frac{\lambda}{\mu} \right)^{i-1}, \quad i \in \mathcal{N}, \tag{4.9}
\]

we finally obtain, for \( u \geq 0 \) and \( i \in \mathcal{N} \),

\[
F_i(u) = \left( 1 - \frac{\lambda}{\mu} \right) \left[ \left( \frac{\lambda}{\mu} \right)^{i-1} - \left( \frac{1}{1 + r} \right)^{i-1} \exp \left\{ - \left( \frac{\lambda}{1 + r} \right) u \right\} \right]. \tag{4.10}
\]

5 **Infinite state space with \( d_- < \infty \)**

We finally consider the case in which \( \mathcal{N} = \{1, 2, \ldots\} \) and \( d_+ \equiv |\mathcal{N}^+| = \infty \), but \( d_- \equiv |\mathcal{N}^-| < \infty \). As announced in the Introduction we shall outline an approach to obtain the equilibrium distribution of the content of the reservoir under these circumstances. The approach will be elaborated elsewhere [10].

As a starting point we take the (infinite) system of differential equations (2.7) again, but, for the time being, we forget about the boundary conditions (2.8) and
Instead, we shall try to obtain, for each $j \in \mathcal{N}$, the solution of (2.7) under the initial conditions

$$F_i(0) = \delta_{ij}, \quad i \in \mathcal{N}, \quad (5.1)$$

where $\delta_{ij}$ is Kronecker’s delta. We shall assume that, for each $j \in \mathcal{N}$, this solution is unique and denote it by $\{F_i^{(j)}(u), \; i \in \mathcal{N}\}$. Later on we shall try to find a linear combination of solutions of this type which fits our original boundary conditions.

We now form the infinite matrices $\mathcal{F}(u)$, $u \geq 0$, with elements

$$\left(\mathcal{F}(u)\right)_{ij} \equiv F_i^{(j)}(u), \quad i, j \in \mathcal{N}, \quad (5.2)$$

and note that the system of differential equations and initial conditions satisfied by the functions $F_i^{(j)}(u)$, $i, j \in \mathcal{N}$, may be represented by

$$\mathcal{F}'(u) = R^{-1}Q^T \mathcal{F}(u) \quad (5.3)$$

and

$$\mathcal{F}(0) = I, \quad (5.4)$$

respectively, where $I$ denotes the infinite identity matrix, $R \equiv \text{diag}(r_1, r_2, \ldots)$ and $Q$ is the generator of the birth-death process, that is,

$$Q \equiv \begin{pmatrix}
-\lambda_1 & \lambda_1 & 0 & \cdots \\
\mu_2 & -(\lambda_2 + \mu_2) & \lambda_2 & 0 & \cdots \\
0 & \mu_3 & -(\lambda_3 + \mu_3) & \lambda_3 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}. \quad (5.5)$$

Writing for convenience

$$A \equiv R^{-1}Q^T, \quad (5.6)$$

it now follows, formally at least, that

$$\mathcal{F}(u) = \exp(uA) = \sum_{n=0}^{\infty} A^n \frac{u^n}{n!}, \quad (5.7)$$

and hence that

$$F_i^{(j)}(u) = \sum_{n=0}^{\infty} (A^n)_{ij} \frac{u^n}{n!}, \quad i, j \in \mathcal{N}. \quad (5.8)$$

To obtain an alternative expression for $F_i^{(j)}(u)$, $i, j \in \mathcal{N}$, we next consider the polynomials $P_j(x)$, $j \in \mathcal{N}$, recurrently defined as $P_1(x) = 1$ and

$$xP_j(x) = \sum_{k \in \mathcal{N}} (A)_{kj} P_k(x), \quad j \in \mathcal{N}. \quad (5.9)$$
As an aside we note that, apart from normalization and an index shift, these polynomials are identical to the polynomials appearing in the proof of Lemma 3.1.

It is not difficult to see by induction that we actually have

\[ x^n P_j(x) = \sum_{k \in \mathcal{N}} (A^n)_{kj} P_k(x), \quad j \in \mathcal{N}, \]  

(5.10)

for all \( n = 1, 2, \ldots \), and as a consequence we can write

\[ e^{xu} P_j(x) = \sum_{n=0}^{\infty} x^n \frac{u^n}{n!} P_j(x) = \sum_{n=0}^{\infty} \sum_{k \in \mathcal{N}} (A^n)_{kj} \frac{u^n}{n!} P_k(x), \quad j \in \mathcal{N}, \]  

(5.11)

which, after interchanging summation signs and substituting (5.8), reduces to

\[ e^{xu} P_j(x) = \sum_{k \in \mathcal{N}} F^{(j)}_k(u) P_k(x), \quad j \in \mathcal{N}. \]  

(5.12)

Now, if the sequence of polynomials \( \{P_j(x), j \in \mathcal{N}\} \), would be orthogonal with respect to some inner product \((\cdot, \cdot)\), then the previous result would imply

\[ (e^{xu} P_j(x), P_i(x)) = F^{(j)}_i(u)(P_i(x), P_i(x)), \quad i, j \in \mathcal{N}, \]  

(5.13)

that is,

\[ F^{(j)}_i(u) = \frac{(e^{xu} P_j(x), P_i(x))}{(P_i(x), P_i(x))}, \quad i, j \in \mathcal{N}. \]  

(5.14)

Fortunately, it so happens that the sequence \( \{P_j(x), j \in \mathcal{N}\} \) constitutes a sequence of chain-sequence polynomials, see [8], and therefore is orthogonal with respect to the inner product defined by

\[ (f, g) = \int_{-\infty}^{\infty} f(x) g(x) d\psi(x), \]  

(5.15)

where \( \psi \) is a signed measure of total mass one which has positive mass on the positive axis and negative mass on the negative axis. Actually, we have

\[ \int_{-\infty}^{\infty} P_i(x) P_j(x) d\psi(x) = \frac{r_i}{r_1 \pi_i} \delta_{ij}, \quad i, j \in \mathcal{N}. \]  

(5.16)

It thus follows that \( F^{(j)}_i(u) \) can be represented as

\[ F^{(j)}_i(u) = \frac{r_1 \pi_i}{r_i} \int_{-\infty}^{\infty} e^{xu} P_i(x) P_j(x) d\psi(x), \quad u > 0, i, j \in \mathcal{N}. \]  

(5.17)

As announced our next step is to assume that the solution of the system (2.7) with boundary conditions (2.8) and (2.9) is a linear combination of the solutions
\{F_i^{(j)}(u), \ i \in \mathcal{N}\}$, that is, we assume that there are constants $a_j, \ j \in \mathcal{N}$, such that

$$F_i(u) = \frac{r_1 \pi_i}{r_i} \sum_{j \in \mathcal{N}} a_j \int_{-\infty}^{\infty} e^{xu} P_i(x) P_j(x) d\psi(x), \quad u \geq 0, \ i \in \mathcal{N}, \quad (5.18)$$

and our next task is to use the boundary conditions to determine these constants, which, by (5.16) and (5.18), have the interpretation

$$a_j = F_j(0), \quad j \in \mathcal{N}. \quad (5.19)$$

At this point our assumption $d_- \equiv |\mathcal{N}^-| < \infty$ starts playing its crucial role. Indeed, it follows from boundary condition (2.8) that

$$F_i(0) = a_i = 0, \quad i \in \mathcal{N}^+, \quad (5.20)$$

so that, in fact,

$$F_i(u) = \frac{r_1 \pi_i}{r_i} \int_{-\infty}^{\infty} e^{xu} P_i(x) \left( \sum_{j \in \mathcal{N}^-} a_j P_j(x) \right) d\psi(x), \quad u \geq 0, \ i \in \mathcal{N}. \quad (5.21)$$

Also, it can be shown that the mass of the measure $\psi$ on the positive axis actually consists of $d_- - 1$ isolated point masses at, say, the points $\zeta_1, \zeta_2, \ldots, \zeta_{d_- - 1}$. Considering that $F_i(u)$ is a probability, and hence uniformly bounded, it follows that the constants $a_j, \ j \in \mathcal{N}^-$, must be such that

$$\sum_{j \in \mathcal{N}^-} a_j P_j(\zeta_k) = 0, \quad k = 1, 2, \ldots, d_- - 1. \quad (5.22)$$

The missing equation for the constants $a_j, \ j \in \mathcal{N}^-$, comes from the observation that the average amount of fluid flowing into the reservoir should balance the average amount of fluid flowing out, that is

$$\sum_{j \in \mathcal{N}^+} p_j r_j = - \sum_{j \in \mathcal{N}^-} (p_j - a_j) r_j, \quad (5.23)$$

or, with (2.2),

$$\sum_{j \in \mathcal{N}^-} a_j r_j = \frac{\sum_{j \in \mathcal{N}^-} \pi_j r_j}{\sum_{j \in \mathcal{N}} \pi_j}. \quad (5.24)$$

Alternatively, we may use boundary condition (2.9) to conclude that

$$p_i = \frac{r_1 \pi_i}{r_i} P_i(0) \left( \sum_{j \in \mathcal{N}^-} a_j P_j(0) \right) \psi(\{0\}).$$

But since it can be shown that

$$\psi(\{0\}) = \frac{r_1}{\sum_{j \in \mathcal{N}} \pi_j r_j}, \quad (5.25)$$
while it is easy to see that
\[ P_j(0) = \frac{r_j}{r_1}, \quad j \in \mathcal{N}, \]  
we can use (2.2) to obtain (5.24) again.

The above results, which are proven rigorously under mild regularity conditions in [10], can be summarized as follows.

**Theorem 5.1** The stationary distribution \( F_i(u) = \Pr[X(t) = i, C(t) \leq u], i \in \mathcal{N} = \{1, 2, \ldots\}, u \geq 0, \) of the process \( \{(X(t), C(t)), t \geq 0\} \) when \( d^- \) is finite, can be represented as
\[ F_i(u) = p_i + \frac{r_1 \pi_i}{r_i} \int_{-\infty}^{0-} e^{xu} R(x) P_i(x) d\psi(x). \]  
(5.27)

Here \( P_i(x), i \in \mathcal{N}, \) are the polynomials defined in (5.9) and \( \psi \) is the unique signed measure with positive mass on the positive axis and negative mass on the negative axis with respect to which they are orthogonal; furthermore,
\[ R(x) = \sum_{j \in \mathcal{N}^-} a_j P_j(x), \]  
(5.28)

with constants \( a_j, j \in \mathcal{N}^- \), such that
\[ R(0) = \frac{r_1 \sum_{j \in \mathcal{N}} \pi_j r_j}{\sum_{j \in \mathcal{N}} \pi_j} \]  
(5.29)

and
\[ R(\zeta_j) = 0, \quad j = 1, 2, \ldots, d^- - 1, \]  
(5.30)

where \( \zeta_1, \zeta_2, \ldots, \zeta_{d^- - 1} \) are the spectral points of the measure \( \psi \) on the positive axis.

Evidently, the main problem in concrete examples is to find the signed measure \( \psi \) with respect to which the polynomials \( P_j(x) \) are orthogonal. At least in some cases, such as the model studied in [2] and [24] it is possible to find this measure explicitly, see [10].
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