DISSIPATION IN HAMILTONIAN SYSTEMS: DECAYING CNOIDAL WAVES
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Abstract. The uniformly damped Korteweg–de Vries (KdV) equation with periodic boundary conditions can be viewed as a Hamiltonian system with dissipation added. The KdV equation is the Hamiltonian part and it has a two-dimensional family of relative equilibria. These relative equilibria are space-periodic soliton-like waves, known as cnoidal waves.

Solutions of the dissipative system, starting near a cnoidal wave, are approximated with a long curve on the family of cnoidal waves. This approximation curve consists of a quasi-static succession of cnoidal waves. The approximation process is sharp in the sense that as a solution tends to zero as $t \to \infty$, the difference between the solution and the approximation tends to zero in a norm that sharply picks out their difference in shape. More explicitly, the difference in shape between a solution and a quasi-static cnoidal-wave approximation is of the order of the damping rate times the norm of the cnoidal-wave at each instant.
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1. Introduction. Consider the uniformly damped one-dimensional Korteweg–de Vries (KdV) equation with periodic boundary conditions

$$u_t = -\partial_x \left[ u_{xx} + u^2 \right] - \varepsilon u, \quad t > 0, \quad x \in (0, 2\pi),$$

$$u(0, t) = u(2\pi, t), \quad u_x(0, t) = u_x(2\pi, t), \quad t \geq 0.$$ (1)

In this equation $\varepsilon$ is a small parameter that gives the strength of the damping and the subscripts denote differentiation with respect to the given variable. Furthermore, we assume that the function $u(x, t)$ has mean value zero for all time:

$$\int_0^{2\pi} u(x, t) \, dx = 0, \quad t \geq 0.$$ (2)

In [5] and [7], it is shown that the initial value problem of (1) with $\varepsilon = 0$ is well posed in $H^s$, $s \geq 1$. It is easy to see that if $\varepsilon \neq 0$, this property remains; see, e.g., [14].

If $\varepsilon = 0$, there is no damping present and the resulting equation is the KdV equation, which can be regarded as a Hamiltonian system with the Hamiltonian

$$H(u) = \int_0^{2\pi} \left( \frac{1}{2} u_x^2 - \frac{1}{3} u^3 \right) \, dx$$

and with the operator $\partial_x$ as the structure map. The KdV equation was originally derived in 1895 as a model for planar, unidirectional waves propagating in shallow wa-
Over the last thirty years, the KdV equation has appeared as a model equation for many other physical situations that feature wave motion wherein nonlinearity and dispersion are comparable. For a review on the KdV equation, see [25] and [27].

The KdV equation is translation invariant. This invariance gives another first integral in the system besides the Hamiltonian, namely the $L^2$-norm of the solutions

$$I(u) = \frac{1}{2} \int_0^{2\pi} u^2 \, dx.$$

(Moreover, the KdV equation is completely integrable, but here we use only the translation invariance.) The Hamiltonian $I$-flow is the translation operator (see [26])

$$(\Phi_t^I(u))(x) = u(x + \varphi), \quad x \in [0, 2\pi], \quad \varphi \in [0, 2\pi].$$

The tangent vector to this flow is the Hamiltonian $I$-vector field, denoted by

$$X_I(u) = \partial_x I'(u) = \partial_x u.$$

Profiles of traveling-wave solutions of a translation-invariant Hamiltonian system can be found as critical points of the Hamiltonian for fixed values of $I$. In other words, they are relative equilibria (see [1]), and the family of all traveling-wave profiles is called the manifold of relative equilibria (MRE). In case of the periodic KdV equation, the relative equilibria are solitary-wave solutions, the so-called cnoidal waves. The cnoidal waves with minimal period $2\pi$ form a two-dimensional family which can be parameterized with the value of the integral $I$ (a quantity related to the amplitude of the cnoidal wave) and the “position” of the cnoidal wave. The MRE consists of traveling-wave profiles, but for simplicity, the two-dimensional manifold consisting of the relative equilibrium solutions—hence the traveling-wave solutions—is also called the MRE. (Only when this can cause ambiguity, we will distinguish between these two manifolds by calling the second one the traveling-wave MRE.)

The cnoidal waves are orbitally stable solutions. In [4], this orbital stability is proved by using that in fact the cnoidal waves are constrained minima of the Hamiltonian for fixed values of the integral $I$. Here orbital stability means stability modulo translations. In other words, the profile of the cnoidal waves is dynamically stable; its “position” is ignored. This is the strongest kind of stability possible for this system because a small change in the speed or amplitude can cause a translational drift. For this reason, in this article, we consider only the profile of the waves and do not bother much about the “position” of the waves.

For the cnoidal waves, this implies that we are only interested in the one-dimensional family of wave profiles. For every fixed value of $I = \gamma$, we choose the cnoidal-wave profile that has its maximum at $x = 0$ (this profile is symmetric around $x = 0$) and denote it by $\bar{u}(\gamma)$. Then the set

$$\{ \bar{u}(\gamma) \mid \gamma \geq 0 \}$$

is a one-dimensional submanifold of the MRE from which the translations are divided out. The wave speed of the cnoidal wave with $I = \gamma$ is denoted by $\lambda(\gamma)$; it is also the Lagrange multiplier in the Euler–Lagrange equation of the constrained critical-point problem

$$(2) \quad \partial_x (\bar{u}_{xx} + \bar{u}^2 + \lambda(\gamma) \bar{u}) = 0 \quad \text{or} \quad \bar{u}_{xx} + \bar{u}^2 + \lambda(\gamma) \bar{u} = \alpha(\gamma)$$
with $\alpha(\gamma) = \frac{\gamma}{2\pi}$, which follows by integrating the equation from 0 to $2\pi$. The cnoidal waves can also be found as unconstrained critical points. To see this, for $\gamma \geq 0$, we define the modified KdV Hamiltonian

$$H_\gamma(u) = H(u) - \lambda(\gamma)I(u).$$

Then for every $\gamma \geq 0$, the cnoidal wave $\bar{u}(\gamma)$ is a critical point of $H_\gamma$.

The first general method for using the variational characterization of relative equilibria to draw conclusions about the stability was given in 1985 in [17]. Later, this method was extended to the energy-momentum method in [28] and [29]. In [15] and [23], the sufficient conditions for the stability of the relative equilibria were weakened. In this article, we will extend the use of the variational characterization of the relative equilibria to draw conclusions about the approximation with the cnoidal waves in the damped KdV equation.

For $\varepsilon \neq 0$, the cnoidal waves are no longer solutions of equation (1) and every solution decays to the zero state. This follows from the time behavior of the $L^2$-norm of $u$ (which equals $I(u)$):

$$\frac{d}{dt} I(u) = (I'(u), \partial_x H'(u) - \varepsilon P(u)) = -\varepsilon \int_0^{2\pi} u^2 dx = -2\varepsilon I(u). \quad (3)$$

(We use the notation $F'(u)$ to denote the variational derivative of a differentiable functional $F(u)$.) In other words, (3) states that $I(u(t)) = I(u(0))e^{-2\varepsilon t}$ and that $\lim_{t \to -\infty} I(u(t)) = 0$, which implies that $\lim_{t \to -\infty} u(t) = 0$.

Although a solution never stays in the neighborhood of one specific cnoidal-wave profile, the full MRE can be useful to approximate the behavior of a solution that starts near a cnoidal wave. This behavior is indicated by numerical experiments and analytical approximations; see [16]. A similar behavior can be found (numerically and experimentally) for the KdV equation with dissipation on an infinite interval. However, in this case, some problems arise in the derivation of an analytical approximation since the decay of the mass functional $M(u) = \int u$ then has to be taken into account; see [18]–[20].

In this article, we approximate a solution of the damped KdV equation on a periodic interval by a projection of the solution on the MRE. An important issue in this article is the justification of the approximation of a solution with this projection. We will use a norm in the Sobolev space $H^1_{\text{per}}$ to derive this justification. The usual $H^1_{\text{per}}$-norm is given by

$$\|u\|^2_{H^1_{\text{per}}} = \int_0^{2\pi} [u(x)^2 + u_x(x)^2] dx = \|u\|^2_0 + \|u_x\|^2_0, \quad u \in H^1_{\text{per}},$$

where $\| \cdot \|_0$ denotes the $L^2_{\text{per}}$-norm. Because we consider only functions with mean value zero, by the Poincaré inequality, the following norm is equivalent to the $H^1_{\text{per}}$-norm:

$$\|u\|^2_1 = \int_0^{2\pi} u_x(x)^2 dx = \|u_x\|^2_0, \quad u \in H^1_{\text{per},0},$$

where $H^1_{\text{per},0}$ is the subspace of $H^1_{\text{per}}$ consisting of $2\pi$-periodic functions with mean value 0. Furthermore, we will often use the following Poincaré inequalities comparing
the $L_{\text{per}}^2$-norm (respectively, the $L_{\text{per}}^\infty$-norm) and the $H_{\text{per,0}}^1$-norm:

$$
(4) \quad \|u\|_0^2 = \int_0^{2\pi} \left| \int_{x_0}^{x} u_x(\xi) d\xi \right|^2 dx \leq \int_0^{2\pi} \left[ \int_{x_0}^{x} |u_x(\xi)| d\xi \right]^2 dx \leq (2\pi)^2 \|u\|_1^2,
$$

$$
(5) \quad \|u\|_\infty = \max_{x \in [0,2\pi]} |u(x)| = \max_{x \in [0,2\pi]} \left| \int_{x_0}^{x} u_x(\xi) d\xi \right| \leq \sqrt{2\pi} \|u\|_1.
$$

Here $x_0$ denotes any zero of $u(t)$. (This zero exists because $u(t)$ has mean value zero.)

As we stated before, we are not interested in differences caused by translations. Therefore, we define (analogously to [3, 4]) translation-invariant distances related to the $L_{\text{per}}^2$- and $H_{\text{per,0}}^1$-norm, denoted by $\rho_0$ and $\rho_1$, respectively, as

$$
\rho_i(u_1, u_2) = \min_{\varphi \in [0,2\pi]} \|\Phi^I_\varphi(u_2) - u_1\|_i = \min_{\varphi \in [0,2\pi]} \|\Phi^I_\varphi(u_1) - u_2\|_i, \quad i = 0, 1.
$$

See also Figure 1.

**Fig. 1.** The translation-invariant distance $\rho_i(u_1, u_2) = \rho_i(u_2, u_1)$. The translations $\Phi^I_\varphi(u_1)$ and $\Phi^I_\varphi(u_2)$ are such that $\rho_i(u_1, u_2) = \|\Phi^I_\varphi(u_1) - u_2\|_i = \|\Phi^I_\varphi(u_2) - u_1\|_i$.

To define a projection of a solution $u(t)$, we choose the wave profile on the MRE with an $I$-value equal to the $I$-value of the solution. Next, we define a position for this wave profile. It is obvious to choose the position such that the $\rho_1$-distance is as small as possible.

**Definition 1.1.** Let $u(t)$ be a solution of the damped KdV equation. Define the functions $\gamma(t) \in \mathbb{R}$ and $\varphi(t) \in \mathbb{R}$ such that

$$
\gamma(t) = I(u(t)),
$$

$$
\|\Phi^I_{-\varphi(t)}(u(t)) - \bar{u}(\gamma)\|_1 = \min_{\varphi \in \mathbb{R}} \|\Phi^I_\varphi(u(t)) - \bar{u}(\gamma)\|_1 = \rho_1(\bar{u}(\gamma), u(t)).
$$

Finally, we define $\xi(t)$ to be the difference between $u(t)$ and its projection

$$
\xi(t) = \Phi^I_{-\varphi(t)}(u(t)) - \bar{u}(\gamma(t)).
$$

The projection of the solution $t \to u(t)$ onto the MRE is the curve $t \to \Phi^I_{\varphi(t)}(\bar{u}(\gamma(t)))$. 


An important consequence of the choice of \( \varphi \) as given by Definition 1.1 is that \[ \|\xi\|^2 = \rho_1(\bar{u}(\gamma), u). \] Furthermore, the differential equation for the function \( \gamma(t) \) is only in terms of \( \gamma \) and hence can be solved explicitly (see equation (3)):

\[ \dot{\gamma} = -2\varepsilon \gamma \quad \text{implying} \quad \gamma(t) = \gamma(0) e^{-2\varepsilon t}. \]

The main result of this article can now be formulated.

**Theorem 1.2.** For every \( \gamma_0 > 0 \), there exists a \( K > 0 \) and an \( \varepsilon_0 > 0 \) such that any solution \( u(t) \) of the damped KdV equation (1) with \( \varepsilon \leq \varepsilon_0 \) that starts with \( \gamma(0) \leq \gamma_0 \) and, within a distance \( \varepsilon \) of a cnoidal wave, stays in a relative \( \varepsilon \)-neighborhood of the family of cnoidal waves.

Explicitly, if \( u(0) \) is such that \( \gamma(0) \leq \gamma_0 \) and \( \rho_1(\bar{u}(\gamma(0)), u(0)) \leq \varepsilon \), then for all \( t \geq 0 \),

\[ \rho_1(\bar{u}(\gamma(t)), u(t)) \leq K\varepsilon e^{-\varepsilon t} = \bar{K}\varepsilon \bar{\|u(\gamma(t))\|}_0 = \bar{K}\varepsilon \|\bar{u}(\gamma(t))\|_1, \]

where \( \bar{K} = K/\sqrt{2\gamma(0)}. \)

In (6), we use that on every compact \( \gamma \)-interval \( \|\bar{u}(\gamma)\|_0 \) and \( \|\bar{u}(\gamma)\|_1 \) are of the same order. Hence on \([0, \gamma_0]\), the quotient \( \|\bar{u}(\gamma)\|_0/\|\bar{u}(\gamma)\|_1 \) can be estimated by a constant independent of \( \gamma \).

**Remark 1.** Notice that the estimate for the initial condition and the estimate for the time behavior are in the same norm.

**Remark 2.** From Theorem 1.2, it can be deduced that for every \( \gamma_0 > 0 \), there exists a \( \bar{K} \) and an \( \varepsilon_0 \) such that if \( H(u(0)) - H(\bar{u}(\gamma(0))) \leq \varepsilon_0 \), then \( H(u(t)) \leq \bar{K} I(u(t)) \) for all \( t \). This is sketched in Figure 2.

On the contrary, for the KdV–Burgers equation, i.e., \( u_t = -\partial_x (u_{xx} + u^2) + \varepsilon u_{xx} \), we observe a “self-organization” towards the MRE. In an \( H-I \)-figure, this means that every solution decays to zero tangent to the MRE. Hence asymptotically every solution will be below the tangent line to the MRE at 0, hence below the line \( H = I \). This behavior is sketched in Figure 3. This self-organization will not occur for the KdV equation with uniform damping. Hence the situation sketched in Figure 2 is also the best possible one. See [16] for more details.

**Remark 3.** In [14], the damped KdV equation with an additional forcing is considered and the existence of finite-dimensional attractors is investigated. In case there is no forcing, the attractor is trivial. The result in Theorem 1.2 gives more information than the existence of an attractor. It describes an approximation for the intermediate and asymptotic states. The asymptotic result also shows how the solution decays to the attractor 0.

In the next sections, we will prove Theorem 1.2. The proof uses the variational principle which underlies the stability result of the cnoidal waves (see [4]). More explicit, to prove the stability of the cnoidal waves, we can use the (Lyapunov) functional \( L(u) = H(u) - H(\bar{u}(I(u))) \). This functional is also similar to the so-called amended Hamiltonian or energy-momentum functional as used in [28, 29]. To prove Theorem 1.2, we will analyze the time behavior of the function \( L(u(t)) \), where \( u(t) \) is a solution of the damped KdV equation, and derive a Gronwall-type inequality for \( L(u(t)) \). However, it turns out that this inequality is not optimal. To obtain optimal results in time asymptotics, a shift of the MRE to a neighboring \( (O(\varepsilon)) \) set has to be performed. The use of such a shift can also be found in [22]. However, in that article, only equilibria of finite-dimensional perturbed Hamiltonian systems are investigated on a finite time scale.
Remark 4. The shift of the MRE gives rise to an interesting question. The family of cnoidal waves is not invariant for the damped KdV equation. We will see that at every instance there is a forcing that drives a solution away from the MRE.

Keeping in mind the behavior as sketched in Figure 2, it is very unlikely that the MRE is stable for fixed values of $\varepsilon$. In other words, we cannot expect that for a fixed value of $\varepsilon$ it yields that for every $\delta > 0$ there exist a $\delta_0 > 0$ and a $T > 0$ such that for every solution $u(t)$ which satisfies $\rho_1(u(0), \bar{u}(\gamma(0))) < \delta_0$, it holds that $\rho_1(u(t), \bar{u}(\gamma(t))) < \delta$ for all $t \geq T$.

The question remains as to if there is another manifold near the MRE that is stable in this sense. A possible candidate could be the shift of the MRE, but we will see later that it has a disadvantage similar to that of the MRE, although it approximates the solution up to higher order in $\varepsilon$. However, that does not help for fixed values of $\varepsilon$. Another possibility could be an iterated shift of the MRE. If it exists, it would give an invariant manifold. However, this question regarding existence is not obvious to answer.

In [13], ideas similar to those used in this article are exploited to analyze the relevance of a two-dimensional family of relative equilibria of a finite-dimensional mechanical system with one cyclic coordinate to which uniform friction is added. An extension to higher-dimensional manifolds of relative equilibria of (finite-dimensional) Hamiltonian systems with symmetries and their relevance under a dissipative pertur-
bation was recently established in [12].

2. A first analysis of the damped KdV equation. As seen in §1, the time behavior of the additional first integral \( \gamma(t) = I(u(t)) \), where \( u(t) \) is a solution of the damped KdV equation, is given by

\[
\gamma(t) = I(u(t)) = I(u(0))e^{-2\varepsilon t} = \gamma(0)e^{-2\varepsilon t}.
\]

This implies that every solution converges to 0 and hence to the MRE. By Definition 1.1 it holds that \( I(\bar{u}(\gamma) + \xi) = I(\bar{u}(\gamma)) \), implying that

\[
\frac{2}{\gamma} \int_0^{2\pi} \bar{u} \xi = \frac{1}{2} \int_0^{2\pi} \xi^2;
\]

therefore,

\[
||\xi(t)||_0^2 = 2[(\bar{u}(\gamma(t)), \xi(t))] \leq 2||\bar{u}(\gamma(t))||_0||\xi(t)||_0.
\]

and hence

\[
||\xi(t)||_0 \leq 2\sqrt{2} \gamma(0) e^{-\varepsilon t}.
\]

This implies that the translation-invariant \( L^2 \)-distance between a solution and the MRE is less than or equal to a constant times the \( L^2 \)-norm of the solution.

As we stated previously, to prove Theorem 1.2, we will make use of a similar (Lyapunov) functional as featured in the energy-momentum method to determine the stability of relative equilibria in an unperturbed Hamiltonian system (see [28, 29] or (for the KdV equation) [4]). To prove the stability of the cnoidal waves with such a technique, it is essential that the cnoidal wave \( \bar{u}(\gamma) \) with minimal period \( 2\pi \) is a constrained minimum of the Hamiltonian of the (unperturbed) KdV equation on the level set with \( I = \gamma \). This property is proved in Lemma A.1 in the appendix. This lemma implies that the following functional acts as a Lyapunov functional for a cnoidal wave in the case of the unperturbed KdV equation.

**Definition 2.1.** Let \( u \in H^1_{per,0} \). Define the functional \( L(u) \) on \( H^1_{per,0} \) as

\[
L(u) = H(u) - H(\bar{u}(\gamma)) = H_x(u) - H_\gamma(\bar{u}(\gamma))
\]

with \( \gamma = I(u) \).

Furthermore, define the self-adjoint operator \( \bar{Q}(\gamma) \) on \( H^1_{per} \) as

\[
\bar{Q}(\gamma) = D^2 \bar{L}(\bar{u}(\gamma)) = D^2 H_\gamma(\bar{u}(\gamma)) = -D_{xx} - \lambda (\gamma) - 2\bar{u}(\gamma),
\]

and let \( Q(\gamma) \) be its restriction on \( H^1_{per,0} \); hence

\[
Q(\gamma) = D^2 \bar{L}(\bar{u}(\gamma))|_{H^1_{per,0}} = D^2 H_\gamma(\bar{u}(\gamma))|_{H^1_{per,0}}.
\]

The Euler–Lagrange equation (2), i.e., \( (\ddot{u} + \bar{u}^2 + \lambda \bar{u}) \) is constant, the notation of Definition 1.1, and identity (8) imply that \( L(u) \) can be written as

\[
L(u) = H(u + \xi) - H(\bar{u}) = \int_0^{2\pi} \left[ \bar{u}_x \xi_x + \frac{1}{2} \xi^2 - \bar{u}_\xi - \frac{1}{3} \xi^3 \right]
\]

\[
= \int_0^{2\pi} \left[ \bar{u}_x - \bar{u}^2 - \lambda \bar{u} \right] + \int_0^{2\pi} \left[ \frac{1}{2} \xi^2 + \lambda \bar{u} \xi - \frac{1}{3} \xi^3 \right]
\]

\[
= \int_0^{2\pi} \left[ \frac{1}{2} \lambda \xi^2 - \frac{1}{3} \xi^3 \right] = \frac{1}{2} (Q(\gamma)\xi, \xi) - \frac{1}{3} \int_0^{2\pi} \xi^3.
\]
Define \( \mathcal{Y}(\gamma) \) as the subspace of the tangent space to the \( I \)-level set that is orthogonal to the direction of the \( I \)-flow in \( H^1_{\text{per},0} \), and define \( \mathcal{Y}(\gamma) \) to be the restriction to \( H^1_{\text{per},0} \):

\[
\mathcal{Y}(\gamma) = \{ y \in H^1_{\text{per}} \mid (y, X_I(\bar{u}(\gamma))) = 0 \land (y, I'(\bar{u}(\gamma))) = 0 \},
\]

\[
\mathcal{Y}(\gamma) = \{ y \in H^1_{\text{per},0} \mid (y, X_I(\bar{u}(\gamma))) = 0 \land (y, I'(\bar{u}(\gamma))) = 0 \}.
\]

From the minimality of the cnoidal waves, it follows that \( Q(\gamma) \) is strictly positive definite on \( \mathcal{Y}(\gamma) \) for a fixed value of \( \gamma > 0 \).

For our purpose, we need a bit stronger property, namely that \( L \) is equivalent with the translation-invariant \( H^1_{\text{per},0} \)-distance on every \( L^2_{\text{per},0} \)-compact set, which includes 0.

**Lemma 2.2.** For every compact interval \( \mathcal{G} \subset \mathbb{R}_0^+ \) with \( 0 \in \mathcal{G} \), there exist \( C \geq c > 0 \) and an interval \( U \subset H^1_{\text{per},0} \) of the MRE such that for all \( u \in U \) with \( I(u) \in \mathcal{G} \), it holds that

\[
c \rho^2_1(\bar{u}(\gamma), u) \leq L(u) \leq C \rho^2_1(\bar{u}(\gamma), u)
\]

with \( \gamma = I(u) \).

**Proof.** Let \( \gamma > 0 \). First, we prove that \( L \) is bounded from above. Let \( u \in H^1_{\text{per},0} \) and write \( u = \Phi_{\bar{u}}(\bar{u}(\gamma)) + \xi \) as in Definition 1.1. Using the Poincaré inequalities (4) and (5), it is easy to calculate that there exists some \( C_1(\gamma) > 0 \) such that

\[
L(u) = \int_0^{2\pi} \left[ \frac{1}{2} \partial_x^2 - \bar{u} \partial_x \right] dx 
\leq \pi \| \xi \|_1 + \| \bar{u} \|_\infty \| \xi \|_1 + \| \xi \|_1 \| \bar{u} \|_2 + \| \bar{u} \|_\infty \| \xi \|_1
\leq 2 \pi^2 \| \xi \|_1 \left[ \frac{1}{4} \bar{u}^2 + 2 \| \bar{u} \|_\infty + \| \bar{u} \|_\infty + \frac{2\sqrt{2}\pi}{3} \| \xi \|_1 \right]
\leq C_1(\gamma)\| \xi \|_1^2
\]

in a neighborhood of the MRE, e.g., if \( \| \xi \|_1 \leq 1 \). By definition, \( \| \xi \|_1^2 = \rho_1(u, \bar{u}) \); hence equation (11) implies that

\[
L(u) \leq C_1(\gamma) \rho^2_1(u, \bar{u}(\gamma))
\]

and \( C_1(\gamma) \) is bounded if \( \gamma \to 0 \).

Lemma A.3 in the appendix yields that \( Q(\gamma) \) is strictly positive definite on \( \mathcal{Y}(\gamma) \); explicitly,

\[
(Q(\gamma) y, y) \geq c_1(\gamma) \| y \|_1^2
\]

for all \( y \in \mathcal{Y}(\gamma) \).

with \( c_1(\gamma) > 0 \) and \( \lim_{\gamma \to 0} c_1(\gamma) > 0 \) as well.

This inequality implies a lower bound on \( L \). To see this, write \( \xi = a X_I(\bar{u}) + b I'(\bar{u}) + \gamma \). We will show that \( a \) and \( b \) are of the order \( \| \xi \|_1^2 \) if \( \| \xi \|_1 \) is small. First, we estimate \( a \). We know that \( \langle \xi, X_I(\Phi_{\bar{u}}(u)) \rangle = 0 \); therefore,

\[
0 = \langle \xi, X_I(\Phi_{\bar{u}}(u)) \rangle = \langle \xi, X_I(\bar{u}) \rangle + \mathcal{O}(\| \xi \|_1^2)
\]

\[
= a \| X_I(\bar{u}) \|_2^2 + \mathcal{O}(\| \xi \|_1^2).
\]

Next we estimate \( b \), using the fact that \( I(\Phi_{\bar{u}}(u)) = I(u) = I(\bar{u}) \), by

\[
0 = I(\Phi_{\bar{u}}(u)) - I(\bar{u}) = (I'(\bar{u}), \xi) + \mathcal{O}(\| \xi \|_1^2)
\]

\[
= b \| I'(\bar{u}) \|_0^2 + \mathcal{O}(\| \xi \|_1^2).
\]
Now we know that the “largest” part of $\xi$ is in $\mathcal{Y}(\gamma)$, and we can derive a relation between $L(u)$ and $\|\xi\|_1^2$ for $\|\xi\|_1$ small:

$$L(u) = L(\Phi^f_{\phi(u)}(u)) = L(\bar{u}) + \frac{1}{2} (Q(\gamma)\xi, \xi) + \mathcal{O}(\|\xi\|_0^3)$$

$$= \frac{1}{2} (Q(\gamma)\bar{y}, \bar{y}) + \mathcal{O}(\|\bar{y}\|_0 + |b|^2 + \|\xi\|_0^2)$$

$$\geq \frac{1}{2} c_1(\gamma)\|\bar{y}\|_1^2 + \mathcal{O}(|\xi|_1^3) = \frac{1}{2} c_1(\gamma)\|\xi\|_1^2 + \mathcal{O}(|\xi|_1^3).$$

This means that there exists a $\delta_0 > 0$ such that for all $u$ with $\rho_1(\bar{u}, u) < \delta_0$ (recall that $\|\xi\|_1^2 = \rho_1(u, \bar{u})$),

$$L(u) \geq \frac{1}{4} c_1(\gamma)\rho_1(\bar{u}, u).$$

To prove equation (10), we use the facts that $\lim_{\gamma \to 0} c_1(\gamma) \neq 0$ and $C_1(\gamma)$ is bounded. Hence in every compact interval $\mathcal{G}$ that includes 0, there exist $0 < \varepsilon \leq C$ such that (10) holds.

After these observations about the unperturbed KdV equation, we return to the damped KdV equation. The time behavior of the difference function $\xi(t)$ gives an idea about what causes the deviation of solutions of the damped KdV equation of the MRE. Using Definition 1.1, we see that

$$\dot{\xi} = \frac{d}{dt} \left[ \Phi^f_{\phi(t)}(u(t)) \right] - \dot{u}(\gamma(t))$$

$$= -\partial_x[\bar{u}_{xx} + \xi_{xx} + 2(\bar{u} + \xi)^2] - \varepsilon(\bar{u} + \xi) - \dot{u} - \phi\partial_x(\bar{u} + \xi).$$

To recognize more structure in this equation, we will rewrite it. By using the Euler–Lagrange equation (27) (in the appendix) and the differential equation for $\gamma$, it follows that

$$\dot{\xi} = \partial_x[\xi_{xx} + 2\bar{u}\xi + \lambda\xi + \xi^2] + (\lambda - \dot{\phi})\partial_x(\bar{u} + \xi) - \varepsilon[2\gamma\bar{u}'(\gamma) - \bar{u}] - \varepsilon\xi$$

$$= \partial_x H_{\gamma}'(\bar{u} + \xi) + (\lambda - \dot{\phi})\partial_x(\bar{u} + \xi) - \varepsilon\xi + R(\bar{u}(\gamma), \varepsilon)$$

with the so-called residual

$$R(\bar{u}(\gamma), \varepsilon) = -\varepsilon[2\gamma\bar{u}'(\gamma) - \bar{u}].$$

The first two terms of the equation for $\dot{\xi}$ have a Hamiltonian origin. The first term is the modified KdV Hamiltonian. The second term induces a translation of the wave profile; hence this term will be irrelevant for our analysis. The third and fourth terms are the most relevant for our analysis. The third term represents the damping. The fourth term does not depend on $\xi$. It is called the residual because it shows the effect of the damped KdV equation on the MRE, except for some irrelevant influence in the translation direction $X_f(\bar{u})$. The residual is an element of $\mathcal{Y}(\gamma)$; hence if the residual is not equal to 0, then a solution that starts on the MRE will soon deviate from it. This implies that the residual acts like a forcing in the $\xi$-equation. In other words, the third and fourth terms show a competition between a dissipation directed towards the MRE and a forcing away from the MRE.

We have seen that the functional $L$ is equivalent to the $H_1$-norm of $\xi$. Therefore, we look at the time behavior of this functional to see how fast $\xi$ can grow. Using the
translation invariance of $H$ and $I$, it follows immediately that $L(u) = L(\bar{u} + \xi)$. Using the second expression in (9) and the equation for $\dot{\xi}$, it follows that

$$\frac{d}{dt} L(u(t)) = \lambda [I(\bar{u} + \xi) - I(\bar{u})] + (H'_1(\bar{u} + \xi), -\varepsilon \dot{\xi} + R(\bar{u}, \varepsilon) - \dot{\bar{u}}).$$

The first term is zero because $I(\bar{u} + \xi) = I(\bar{u})$. Note that $H'_1(\bar{u} + \xi) = Q(\gamma)\xi - \xi^2$; hence $(H'_1(\bar{u} + \xi), -\varepsilon \dot{\xi}) = -2\varepsilon L(u) + \frac{1}{3}(\xi^2, \xi)$. We again use the Euler–Lagrange equation to rewrite the inner product with $(R(\bar{u}, \varepsilon) - \dot{\bar{u}})$. This yields

$$\frac{d}{dt} L(u(t)) = -2\varepsilon L(\gamma, \xi) + \varepsilon \int_0^{2\pi} \bar{u}^2 \xi + \varepsilon \int_0^{2\pi} \bar{u} \xi^2 + \frac{1}{3} \varepsilon \int_0^{2\pi} \xi^3.\tag{14}$$

Note that in expression (14), for the time behavior of $L$, the first term is dissipative, the second is a forcing-like component, and the last two terms are small compared to the first two terms (if $\xi$ and $\gamma$ are small).

With this expression for $\frac{d}{dt} L(u(t))$, we derive a preliminary estimate for the functional $L$.

**Proposition 2.3.** For every $\varepsilon > 0$, there exist a $\delta > 0$ and a constant $K_0$, both depending on $\gamma(0)$, such that

$$\sqrt{L(u(t))} \leq K_0 \left[ \sqrt{L(u(0))} + 2\sqrt{2\gamma(0)} \right] e^{-\varepsilon t}\tag{15}$$

as long as $\|\xi(0)\|_1 < \delta$.

*Proof.* For the last three terms in equation (14), it holds that

$$\left| \int_0^{2\pi} \bar{u}^2 \xi \right| \leq \|\xi\|_1 \int_0^{2\pi} \bar{u}^2 \leq 2\sqrt{2\pi} \gamma \|\xi\|_1,$$

$$\left| \int_0^{2\pi} \bar{u} \xi^2 \right| \leq \|\xi\|_1 \int_0^{2\pi} \xi \bar{u} \leq \sqrt{2\pi} \|\xi\|_1 \|\bar{u}\|_0 \|\xi\|_0 \leq 4\pi \sqrt{\pi} \sqrt{\gamma} \|\xi\|_1^2,$$

$$\left| \int_0^{2\pi} \xi^3 \right| \leq \|\xi\|_1 \int_0^{2\pi} \xi^2 \leq \sqrt{2\pi} \|\xi\|_1 \|\xi\|_0^2 \leq 8\pi \sqrt{\pi} \sqrt{\gamma} \|\xi\|_1^2.$$

In these estimates, we use that $\|\xi\|_0 \leq 2\sqrt{2\gamma}$ and the Poincaré inequalities (4) and (5).

To be able to switch from $\|\xi\|_1$ to the functional $L$, we will use Lemma 2.2. Let $\delta$ be such that the equivalence relation (10) holds for all $\|\xi\|_1 < \delta$. Substituting the relations above into (14) and using (10) gives the following estimate for the time behavior of $L$:

$$\frac{d}{dt} L \leq \left[ -2\varepsilon + \frac{20\sqrt{\gamma} \sqrt{\pi}}{3c} \right] L + \varepsilon \frac{2\sqrt{2\pi} \gamma}{\sqrt{c}} \sqrt{L}.$$

Define $N(t) = e^{\varepsilon t} \sqrt{L}$; then this inequality implies that $N(t) = 0$ or

$$\dot{N} \leq \left[ \frac{10\sqrt{\gamma} \pi}{3c} \right] N + \varepsilon \frac{2\sqrt{2\pi} \gamma}{\sqrt{c}} e^{\varepsilon t}.$$

Applying Gronwall’s lemma to this equation gives

$$N(t) \leq K_0 N(0) + \varepsilon K_0 \int_0^t \frac{2\sqrt{2\pi} e^{-\varepsilon \tau} \gamma(0)}{\sqrt{c}} d\tau = K_0 \left[ N(0) + \frac{\sqrt{2\pi} \gamma(0)}{\sqrt{c}} (1 - e^{-\varepsilon t}) \right],$$
where $K_0 = \exp \left[ \frac{10\pi \sqrt{\pi} \sqrt{\gamma(0)}}{3c} \right]$.  

The estimate of Proposition 2.3 only provides information about the approximation on a finite time scale. Even if we start on the MRE, hence with $\|\xi(0)\|_1 = 0$, after some time the norm of the right-hand side of estimate (15) is of order $\sqrt{\gamma}$ instead of order $\varepsilon \sqrt{\gamma}$. This effect is induced by the residual, which after an integration becomes of order 1 instead of order $\varepsilon$. In other words, we need a smaller residual. The present residual is induced by the projection on the MRE, which approximates the solution in zeroth order. If we have a better approximation than this projection, we can expect a smaller residual. In the next section, we will derive such a better approximation and prove Theorem 1.2 by using a functional related to this better approximation.

3. Justification of the approximation. The residual $R(\bar{u}(\gamma), \varepsilon)$ measures how well the curve $\bar{u}(\gamma(t))$ obeys the damped KdV equation. The function $t \rightarrow \bar{u}(\gamma(t))$ is a zeroth-order approximation of the damped KdV equation and therefore gives a residual of order $\varepsilon$. If we can find a solution $\bar{u}(\gamma(t))$ is a translation-invariant distance, we define this new Hamiltonian system. Because we ignore all shifts in the solution, a curve of new relative equilibria $\bar{u}(\gamma(t))$ is a solution of the damped KdV equation.

After taking first-order terms in $\varepsilon$ of this equation, it remains (up to order-$\varepsilon^2$ terms)

$$H'(\bar{u} + \varepsilon \bar{v}_1) - \lambda(\varepsilon) I'(\bar{u} + \varepsilon \bar{v}_1) - \varepsilon[(\bar{u} + \varepsilon \bar{v}_1) - 2 \gamma \bar{u}'(\gamma) + \bar{v}_1'(\gamma, \varepsilon)] = 0.$$  

Substitution of this expression in the dynamical system (1) gives

$$\partial_x [H'(\bar{u} + \varepsilon \bar{v}_1) - \lambda(\varepsilon) I'(\bar{u} + \varepsilon \bar{v}_1) - \varepsilon[(\bar{u} + \varepsilon \bar{v}_1) - 2 \gamma \bar{u}'(\gamma) + \bar{v}_1'(\gamma, \varepsilon)]] = 0.$$  

After taking first-order terms in $\varepsilon$ of this equation, it remains (up to order-$\varepsilon^2$ terms)

$$H'(\bar{u} + \varepsilon \bar{v}_1) - \lambda(\varepsilon) I'(\bar{u} + \varepsilon \bar{v}_1) = \partial_x^{-1} [R(\bar{u}, \varepsilon)] + \alpha(\varepsilon).$$  

(The operator $\partial_x^{-1}$ is defined to act on the space $H^1_{\text{per},0}$ and $\alpha(\varepsilon)$ is a constant which is introduced by the integration.) If we can find a solution $(\bar{u}_1(\gamma, \varepsilon), \lambda(\varepsilon), \alpha(\varepsilon))$ of equation (16) (with $\bar{u}_1(\gamma, \varepsilon) = \bar{u}(\gamma) + \varepsilon \bar{v}_1(\gamma, \varepsilon)$), then we expect that the residual in $\bar{u}_1(\gamma, \varepsilon)$ is of order $\varepsilon^2$, an improvement compared to the residual in $\bar{u}(\gamma)$, which is of order $\varepsilon$.

Another way to interpret the definition of the function $\bar{u}_1(\gamma, \varepsilon)$ is by noticing that $\bar{u}_1(\gamma, \varepsilon)$ is a constrained critical point of a new Hamiltonian

$$H_{\text{new}}(u, \gamma, \varepsilon) = H(u) - (\partial_x^{-1} R(\bar{u}(\gamma), \varepsilon), u)$$  

on the level set of $I(u) = \gamma$. Hence $\bar{u}_1$ is a kind of new relative equilibrium. However, the new Hamiltonian $H_{\text{new}}$ is not translation invariant; hence neither can we find a two-parameter family of constrained critical points nor is $\Phi_{\lambda(\varepsilon)}^I(\bar{u}_1)$ a solution of the new Hamiltonian system. Because we ignore all shifts in the solution, a curve of new relative equilibria $\bar{u}_1(\gamma, \varepsilon)$ is sufficient to give a better approximation for a solution of the damped KdV equation.

Remark 5. It is possible to define a new translation-invariant Hamiltonian which possesses a two-dimensional family of relative equilibria that give a residual of order $\varepsilon^2$. Analogously to the definition of the translation-invariant distance, we define this new Hamiltonian as

$$\tilde{H}_{\text{new}}(u, \gamma, \varepsilon) = H(u) - (\partial_x^{-1} R(\tilde{u}, \varepsilon), \Phi_F^I(\psi(u)))$$
with the functional $\psi : H_{\text{per}, 0}^1 \to [0, 2\pi)$ such that
\begin{equation}
(\partial_x^{-1} R(\tilde{u}, \varepsilon), \Phi_{\psi(u)}'(u)) = \min_{\varphi \in [0, 2\pi)} (\partial_x^{-1} R(\tilde{u}, \varepsilon), \Phi_{\varphi}'(u)).
\end{equation}

If the minimum in (17) is attained at more than one value $\varphi \in [0, 2\pi)$, then $\psi(u)$ is the smallest one. Now $H_{\text{new}}$ is a translation-invariant functional and its derivative with respect to $u$ is
\begin{equation}
\tilde{H}_{\text{new}}'(u, \gamma, \varepsilon) = H'(u) - \Phi_{\psi(u)}'(\partial_x^{-1} R(\tilde{u}, \varepsilon)).
\end{equation}

Hence the constrained critical points $\tilde{u}_1$ of $\tilde{H}_{\text{new}}$ on the level set $I = \gamma$ satisfy
\begin{equation}
0 = H'(\tilde{u}_1) - \tilde{\lambda}_1 I'(\tilde{u}_1) - \Phi_{\psi(u)}'(\partial_x^{-1} R(\tilde{u}, \varepsilon)).
\end{equation}

Because $\psi(\tilde{u}) = 0$, the approximation $\tilde{u}_1$ gives rise to a residual of order $\varepsilon^2$. See [10] for more details.

First, we show that there indeed exists a curve of new relative equilibria $\tilde{u}_1(\gamma, \varepsilon)$ in the neighborhood of $\varepsilon = 0$ by applying the implicit-function theorem to $H_{\text{new}}$, which is a perturbation of the original Hamiltonian $H$. To be able to apply the implicit-function theorem, it is important that $\partial_x^{-1} R(\tilde{u}(\gamma), \varepsilon)$ is orthogonal to the kernel of $Q(\gamma)$ and hence orthogonal to $X_1(\tilde{u})$. This will be shown in the proof of the next lemma. By taking the inner product with $X_1(\tilde{u}_1)$ in equation (16), it follows that $\tilde{u}_1$ is orthogonal to $R(\tilde{u}(\gamma), \varepsilon)$.

**Lemma 3.1.** For every $\gamma > 0$ there exists an $\varepsilon_0(\gamma)$ and a unique curve
\begin{equation}
\{ \tilde{u}_1(\gamma, \varepsilon) \mid |\varepsilon| \leq \varepsilon_0(\gamma) \}
\end{equation}
of minimal points of the Hamiltonian $H_{\text{new}}$ on the level set $I = \gamma$ in $H_{\text{per}, 0}^1$. Explicitly, for every $|\varepsilon| \leq \varepsilon_0(\gamma)$, there exist unique Lagrange multipliers $\lambda_1(\gamma, \varepsilon)$ and $\alpha_1(\gamma, \varepsilon)$ such that
\begin{equation}
\begin{align*}
0 &= H_{\text{new}}'(\tilde{u}_1(\gamma, \varepsilon), \gamma, \varepsilon) - \lambda_1(\gamma, \varepsilon) I'(\tilde{u}_1(\gamma, \varepsilon)) - \alpha_1(\gamma, \varepsilon), \\
0 &= I'(\tilde{u}_1(\gamma, \varepsilon)) - \gamma.
\end{align*}
\end{equation}
Furthermore, there exists a $K(\gamma) > 0$ such that for all $|\varepsilon| \leq \varepsilon_0(\gamma)$, it holds that
\begin{align*}
||\tilde{u}(\gamma) - \tilde{u}_1(\gamma, \varepsilon)||_1 &\leq K(\gamma)||\partial_x^{-1} R(\tilde{u}(\gamma), \varepsilon)||_0 = O(\varepsilon ||\tilde{u}(\gamma)||_0), \\
|\lambda(\gamma) - \lambda_1(\gamma, \varepsilon)| &\leq K(\gamma)||\partial_x^{-1} R(\tilde{u}(\gamma), \varepsilon)||_0 = O(\varepsilon ||\tilde{u}(\gamma)||_0).
\end{align*}
Finally, $\lim_{\gamma \to 0} K(\gamma)$ and $\lim_{\gamma \to 0} \varepsilon_0(\gamma)$ exist and $\varepsilon_0(0) > 0$.

**Proof.** Let $\gamma > 0$. As we stated previously, we use the implicit-function theorem (see, e.g., [9]) to prove this lemma. First, we reformulate the problem. Instead of looking for a 2$\pi$-periodic solution of (18) with mean value, it is more convenient to add the mean-value zero condition to the equations and consider the problem in the space of all 2$\pi$-periodic functions. Hence we look for a 2$\pi$-periodic solution of
\begin{equation}
\begin{pmatrix}
H'(u) - \lambda I'(u) - \alpha 1 \\
I(u) - \gamma \\
M(u)
\end{pmatrix} = \begin{pmatrix}
\partial_x^{-1} R(\tilde{u}(\gamma), \varepsilon) \\
0 \\
0
\end{pmatrix},
\end{equation}
where $1$ is the function that equals 1 for all $x \in [0, 2\pi]$ and $M(u) = \int_0^{2\pi} u$. For $\varepsilon = 0$ (the unperturbed case), this problem does not have a unique solution in $H_{\text{per}}^1$. We
have seen that a one-dimensional manifold of solutions can be formed: all translates of the cnoidal wave $\hat{u}(\gamma)$, hence $\{ (\Phi^t_\gamma(\hat{u}(\gamma)), \lambda(\gamma), \alpha(\gamma)) \mid \varphi \in [0, 2\pi) \}$. Hence this will cause a problem in the application of the implicit-function theorem to these equations in $H^1_{\text{per}}$. To avoid this problem, we will use the fact that $\hat{u}_1$ is orthogonal to $R(\hat{u}, \varepsilon)$.

We distinguish two cases.

1. If $(R(\hat{u}, \varepsilon), \hat{u}_x)) \neq 0$, then we add the equation

\[ 0 = (\partial^{-1}_x R(\hat{u}, \varepsilon), \partial_x u) = -(R(\hat{u}, \varepsilon), u) \tag{20} \]

to our set of equations (19), and we add the term $\beta X_f(u)$ with the extra unknown $\beta$ to the first equation. Explicitly, for $\varepsilon \geq 0$, we introduce the functions $F$ and $F_0$ on $H^1_{\text{per}} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$:

\[
F(u, \lambda, \alpha, \beta; \varepsilon) = \begin{pmatrix}
H'(u) - \lambda I'(u) - \alpha I - \beta X_f(u) - \partial^{-1}_x R(\hat{u}(\gamma), \varepsilon) \\
I(u) - \gamma \\
M(u) \\
(R(\hat{u}, \varepsilon), u)
\end{pmatrix}
\]

and $F_0(u, \lambda, \alpha, \beta) = F(u, \lambda, \alpha, \beta; 0)$ for all $u \in H^1_{\text{per}}$ and $\lambda, \alpha, \beta \in \mathbb{R}$. A solution of the equation

\[ F(u, \lambda, \alpha, \beta; \varepsilon) = 0 \]

gives a constrained critical point of the new Hamiltonian $H_{\text{new}}$ on level sets of $I$.

Indeed, take the inner product of $X_f(u)$ with the first equation in $F = 0$; then it follows that $\beta = 0$. In other words, the first equation in $F = 0$ is the Euler–Lagrange equation for the critical-point problem. Furthermore, if $\varepsilon = 0$, the critical-point problem for the KdV equation reappears; hence $F_0(\hat{u}(\gamma), \lambda(\gamma), \alpha(\gamma), 0) = 0$ and this solution is unique for $\varepsilon = 0$ in $H^1_{\text{per}} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$ thanks to the last equation.

The function $F_0$ satisfies the following properties:

(i) $F_0$ is continuously differentiable. Indeed, it is a straightforward calculation to see that for all $(u, \lambda, \alpha, \beta), (\hat{u}, \hat{\lambda}, \hat{\alpha}, \hat{\beta}) \in H^1_{\text{per}} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$,

\[
F_0(u, \lambda, \alpha, \beta) = F_0(\hat{u}, \hat{\lambda}, \hat{\alpha}, \hat{\beta}) + DF_0(\hat{u}, \hat{\lambda}, \hat{\alpha}, \hat{\beta}) \begin{pmatrix}
\begin{bmatrix} u - \hat{u} \\ \lambda - \hat{\lambda} \\ \alpha - \hat{\alpha} \\ \beta - \hat{\beta}
\end{bmatrix}
\end{pmatrix} - \begin{pmatrix}
G(u, \hat{u}, \lambda, \hat{\lambda}) \\
0 \\
0 \\
0
\end{pmatrix},
\]

where $G(u, \hat{u}, \lambda, \hat{\lambda}) = (u - \hat{u})^2 + (\lambda - \hat{\lambda})(u - \hat{u})$. This implies that

\[
\left\| F_0(u, \lambda, \alpha, \beta) - F_0(\hat{u}, \hat{\lambda}, \hat{\alpha}, \hat{\beta}) - DF_0(\hat{u}, \hat{\lambda}, \hat{\alpha}, \hat{\beta}) \begin{pmatrix}
\begin{bmatrix} u - \hat{u} \\ \lambda - \hat{\lambda} \\ \alpha - \hat{\alpha} \\ \beta - \hat{\beta}
\end{bmatrix}
\end{pmatrix} \right\|_0 \leq \|(\lambda - \hat{\lambda})(u - \hat{u})\|_0 + \|(u - \hat{u})^2\|_0 \leq 2\pi|\lambda - \hat{\lambda}||u - \hat{u}|_1 + 8\pi^3||u - \hat{u}||_1^2.
\]

Hence $F_0$ is continuously differentiable.

(ii) $DF_0(\hat{u}(\gamma), \lambda(\gamma), \alpha(\gamma), 0)$ is injective and surjective. We prove this property in Lemma A.5 in the appendix.
(iii) \( DF_0(\bar{u}(\gamma), \lambda(\gamma), \alpha(\gamma), 0)^{-1}[F(u, \lambda, \alpha, \beta; \varepsilon) - F_0(u, \lambda, \alpha, \beta)] \) is Lipschitz continuous. This last property follows from the facts that \( F \) and \( F_0 \) are Lipschitz continuous and \( DF_0(\bar{u}(\gamma), \lambda(\gamma), \alpha(\gamma), 0)^{-1} \) is bounded. This last observation is a consequence of the minimality of the cnoidal waves and hence of Lemma 2.2.

With (i)–(iii), all conditions for the application of the implicit-function theorem to the equation \( F = 0 \) are satisfied.

2. If \((R(\bar{u}, \varepsilon), \bar{u}_1) = 0\), then we consider the equations (19) on a subspace of \( H^1_{\text{per}} \), namely

\[ X(\gamma) = \{ u \in H^1_{\text{per}} \mid (u, X_I(\bar{u}(\gamma))) = 0 \}. \]

Also, in a way similar to case 1, we can prove that all conditions for the application of the implicit-function theorem to equation (19) are satisfied.

The application of the implicit-function theorem implies that there exists a neighborhood \( U_1(\gamma) \subset H^1_{\text{per}} \times \mathbb{R} \times \mathbb{R} \) around the relative equilibrium \((\bar{u}(\gamma), \lambda(\gamma), \alpha(\gamma))\), a positive number \( \varepsilon_0(\gamma) \), and a curve of points \((\bar{u}_1(\gamma, \varepsilon), \lambda_1(\gamma, \varepsilon), \alpha_1(\gamma, \varepsilon))\) such that \( \varepsilon \leq \varepsilon_0(\gamma) \) in \( U_1(\gamma) \) such that

\[
\begin{align*}
0 &= H'(\bar{u}_1) - \lambda_1 I'(\bar{u}_1) - \alpha_1 - \partial_x^{-1} R(\bar{u}, \varepsilon), \\
0 &= I(\bar{u}_1) - \gamma, \\
0 &= M(\bar{u}_1).
\end{align*}
\]

Furthermore, it follows also that

\[
\begin{align*}
\| \bar{u}_1(\gamma, \varepsilon) - \bar{u}(\gamma) \|_1 &= O(\| \partial_x^{-1} R(\bar{u}, \varepsilon) \|_0), \\
|\lambda_1(\gamma, \varepsilon) - \lambda(\gamma)| &= O(\| \partial_x^{-1} R(\bar{u}, \varepsilon) \|_0), \\
|\alpha_1(\gamma, \varepsilon) - \alpha(\gamma)| &= O(\| \partial_x^{-1} R(\bar{u}, \varepsilon) \|_0).
\end{align*}
\]

From the definition of the residual \( R(\bar{u}, \varepsilon) \) (see (13)) and by using properties of elliptic functions (see [8]), it follows that there is a constant \( K_2 \) (independent of \( \gamma \)) such that \( \| R(\bar{u}(\gamma), \varepsilon) \|_0 \leq K_2 \sqrt{\gamma} \).

We must still show that \( \bar{u}_1(\gamma, \varepsilon) \) is a constrained minimum on the level set with \( I = \gamma \). Consider the linearization of \( H'(u) - \lambda_1 I'(u) - \partial_x^{-1} R(\bar{u}, \varepsilon) \) around \( \bar{u}_1 \):

\[
\tilde{Q}_1(\gamma, \varepsilon) = D^2 H(\bar{u}_1) - \lambda_1 D^2 I(\bar{u}_1) = Q(\gamma) - (\lambda_1 - \lambda) I d - 2(\bar{u}_1 - \bar{u}).
\]

Using the fact that \( Q(\gamma) \) is strictly positive definite on \( \mathbb{Y}(\gamma) \) and (22), we will show that \( \tilde{Q}_1(\gamma) \) is strictly positive definite on \( \mathbb{Y}(\gamma) = \{ \eta \in H^1_{\text{per}} \mid (\eta, X_I(\bar{u})) = 0, (\eta, I'(\bar{u}_1)) = 0 \} \).

Let \( \eta \in \mathbb{Y}(\gamma) \). Then we have

\[
(\tilde{Q}_1(\gamma)\eta, \eta) \geq (Q(\gamma)\eta, \eta) - (\lambda_1 - \lambda_0)\| \eta \|_0^2 - 2((\bar{u}_1 - \bar{u})\eta, \eta) \geq (Q(\gamma)\eta, \eta) - 3K\| \partial_x^{-1} R(\bar{u}, \varepsilon) \|_0\| \eta \|_0^2.
\]

From the minimality of the cnoidal waves, it follows that there exists a \( c(\gamma) \) such that \( (Q(\gamma)\xi, \xi) \geq c(\gamma)\| \xi \|_0^2 \) for all \( \xi \in \mathbb{Y}(\gamma) \). We will use this to prove that \( (Q(\gamma)\eta, \eta) \) is strictly positive. Write

\[
\eta = aX_I(\bar{u}) + bI'(\bar{u}) + y
\]
with \( y \in \mathbb{V}(\gamma) \). Then we have

\[
|a| = |(\eta, X_1(\bar{u}))| = |0 + (\eta, \partial_x(\bar{u} - \bar{u}_1))| \leq K\|\partial_x^{-1}R_3(\bar{u}, \varepsilon)\|_0 \|\eta\|_0,
\]

\[
|b| = |(\eta, I'(\bar{u}))| = |0 + (\eta, (\bar{u} - \bar{u}_1))| \leq K\|\partial_x^{-1}R_3(\bar{u}, \varepsilon)\|_0 \|\eta\|_0.
\]

This implies that there exists some \( \tilde{K} > 0 \) such that

\[
(Q(\gamma)\eta, \eta) = b^2(Q(\gamma)\bar{u}, \bar{u}) + (Q(\gamma)y, y) \\
\geq c(\gamma)\|y\|^2_0 - K^2\|\partial_x^{-1}R_3(\bar{u}, \varepsilon)\|_0^2\|\eta\|^2_0\|Q(\gamma)\|_0 \|\eta\|^2_0 \\
\geq (c(\gamma) - \tilde{K}\sqrt{\gamma})\|\eta\|^2_0 \\
\geq \frac{1}{2}c(\gamma)\|\eta\|^2_0
\]

for \( \varepsilon \) sufficiently small and \( \gamma \) bounded. Hence

\[
(Q_1(\gamma)\eta, \eta) \geq \frac{1}{2}c(\gamma)\|\eta\|^2_0 - 3K\|\partial_x^{-1}R_3(\bar{u}, \varepsilon)\|_0 \|\eta\|^2_0 \\
\geq \frac{1}{4}c(\gamma)\|\eta\|^2_0
\]

for \( \varepsilon \) sufficiently small. With Lemma A.4, this implies that

\[
(\tilde{Q}_1(\gamma)\eta, \eta) \geq \frac{1}{2}\tilde{c}_1(\gamma)\|\eta\|^2_1
\]

for some \( \tilde{c}_1(\gamma) > 0 \) with \( \tilde{c}_1(0) > 0 \). We can conclude that \( \bar{u}_1(\gamma) \) is a constrained minimum of the new Hamiltonian \( H_{\text{new}} \).

Finally, we consider the problem of the uniformness in \( \gamma \). The procedure of the implicit-function theorem can be continued until the invertibility of the linearization fails. Because the lower bound on \( Q(\gamma) \) is also strictly positive in the limit for \( \gamma \to 0 \), there is a uniform (in \( \gamma \)) neighborhood around the MRE near 0 for which a unique solution of (18) exists. In other words, the limit for \( \gamma \to 0 \) of \( \varepsilon_0(\gamma) \) and \( K(\gamma) \) exist and \( \varepsilon_0(0) = 0 \).

**Remark 6.** At the new relative equilibrium \( \bar{u}_1(\gamma, \varepsilon) \), the adapted residual is of order \( \varepsilon^2\|\bar{u}_1(\gamma)\|_0 \). Indeed,

\[
R(\bar{u}_1(\gamma, \varepsilon), \varepsilon) = \dot{\gamma}\bar{u}_1(\gamma, \varepsilon) - \partial H_{\text{new}}'(\bar{u}_1, \gamma, \varepsilon) - R(\bar{u}, \varepsilon) - \varepsilon P(\bar{u}_1) \\
= -2\varepsilon\gamma\bar{u}_1'(\gamma, \varepsilon) - \varepsilon(\bar{u}_1 - \bar{u} - \lambda \lambda X_1(\bar{u}_1)) \\

With \( \|\bar{u}(\gamma) - \bar{u}_1(\gamma, \varepsilon)\|_1 = O(\varepsilon\|\bar{u}(\gamma)\|_0) \), we immediately see that \( \|R(\bar{u}_1(\gamma, \varepsilon), \varepsilon)\|_1 = O(\varepsilon^2\|\bar{u}(\gamma)\|_0) \).

With the new Hamiltonian and the new minima, we can define a functional to "measure" the distance to the new minima:

\[
L_{\text{new}}(u, \varepsilon) = H_{\text{new}}(u, \gamma, \varepsilon) - H_{\text{new}}(\bar{u}_1(\gamma, \varepsilon), \gamma, \varepsilon)
\]

with \( \gamma = I(u) \). The functional \( L_{\text{new}} \) is equivalent to the translation-invariant \( H^1 \)-distance between \( u \) and \( \bar{u}_1(\gamma, \varepsilon) \) with \( \gamma = I(u) \).

**Lemma 3.2.** For every \( \gamma > 0 \), there exist \( C(\gamma) \geq c(\gamma) > 0 \), \( \delta(\gamma) > 0 \), and \( \varepsilon_0(\gamma) > 0 \), such that for all \( \varepsilon \) with \( |\varepsilon| \leq \varepsilon_0(\gamma) \) and for all \( \eta \) with \( (\eta, X_1(\bar{u}_1 + \eta)) = 0 \) and \( I(\bar{u}_1(\gamma, \eta + \gamma)) = \gamma \), it holds that

\[
c(\gamma)\|\eta\|^2_1 \leq L_{\text{new}}(\bar{u}_1(\gamma, \eta + \gamma), \gamma, \varepsilon) \leq C(\gamma)\|\eta\|^2_1
\]
as long as \( \|\eta\|_1 \leq \delta(\gamma) \).

For every compact \( \gamma \)-interval \( \mathcal{G} \), there exist \( C \geq c > 0, \delta > 0, \) and \( \varepsilon_0 > 0 \) such that for all \( \varepsilon \) with \( |\varepsilon| \leq \varepsilon_0 \), for all \( \gamma \in \mathcal{G} \), and for all \( \eta \) with \( (\eta, X_I(\bar{u}_1 + \eta)) = 0 \) and \( I(\bar{u}_1(\gamma) + \eta) = \gamma \), it holds that
\[
c\|\eta\|_1^2 \leq L_{\text{new}}(\bar{u}_1(\gamma) + \eta, \varepsilon) \leq C\|\eta\|_1^2
\]
as long as \( \|\eta\|_1 \leq \delta \).

\textbf{Proof.} In the proof of Lemma 3.1, it is shown that \( \tilde{Q}_1(\gamma, \varepsilon) = D_{\eta}^2 L_{\text{new}}(\bar{u}_1(\gamma), \varepsilon) \) is bounded from below on \( \tilde{Y}(\gamma) = \{ \eta \in L^2 \mid (\eta, X_I(\bar{u}_1)) = 0, (\eta, X_I(\bar{u}_1)) = 0 \} \) (see equation (23)) and that this lower bound remains strictly positive if \( \gamma \to 0 \). As in the proof of Lemma 2.2, we can show that (23) implies that there is some \( c(\gamma) > 0 \) such that
\[
L_{\text{new}}(\bar{u}_1(\gamma) + \eta, \varepsilon) \geq c(\gamma)\|\eta\|_1^2
\]
with \( c(0) > 0 \).

For the upper bounds, we rewrite \( L_{\text{new}} \):
\[
L_{\text{new}}(\bar{u}_1(\gamma) + \eta, \varepsilon) = H_{\text{new}}(\bar{u}_1(\gamma) + \eta, \gamma, \varepsilon) - \lambda_1(\gamma, \varepsilon) I(\bar{u}_1(\gamma) + \eta) - [H_{\text{new}}(\bar{u}_1(\gamma), \gamma, \varepsilon) - \lambda_1(\gamma, \varepsilon) I(\bar{u}_1(\gamma))] = (H'_{\text{new}}(\bar{u}_1(\gamma)) - \lambda_1(\gamma, \varepsilon) I'(\bar{u}_1(\gamma)), \eta) + \frac{1}{2} (\tilde{Q}_1(\gamma, \varepsilon) \eta, \eta) - \frac{1}{3} \int_0^{2\pi} \eta^3(x,t)dx.
\]

It is a straightforward calculation to derive the following estimates for \( \|\eta\|_1 \leq \delta \):
\[
(Q_1(\gamma, \varepsilon) \eta, \eta) \leq \|\eta_e\|^2_0 + (2\|\bar{u}_1\|_\infty + |\lambda_1|)\|\eta\|_0^2 \leq C_1(\gamma)\|\eta\|_1^2,
\]
\[
\int_0^{2\pi} \eta^3(x,t)dx \leq \|\eta\|_\infty\|\eta\|_0^2 \leq \sqrt{2\pi} 4\pi^2 \delta\|\eta\|_1^3.
\]

Note that \( C_1(\gamma) \) is bounded from above if \( \gamma \to 0 \) and that the second estimate in (24) does not depend on \( \gamma \) at all. Substitution of the estimates in (24) gives the upper bounds in the lemma. \( \square \)

With \( L_{\text{new}} \), we investigate the time behavior of the distance between a solution \( u(t) \) of the damped KdV equation and the new relative equilibrium \( \bar{u}_1(\gamma(t), \varepsilon) \). For a solution of the damped KdV equation, we define
\[
\eta(t) = \Phi_{\phi(t)}'(u(t)) - \bar{u}_1(\gamma(t), \varepsilon)
\]
or, equivalently,
\[
u(t) = \Phi_{\phi(t)}'(\bar{u}_1(\gamma(t), \varepsilon) + \eta(t))
\]
with \( \phi(t) \) such that \( \|\eta(t)\|^2 = \rho_1(u(t), \bar{u}_1(\gamma(t), \varepsilon)) \). (This implies the property that \( (\eta, X_I(\bar{u}_1 + \eta)) = 0 \).) With this definition, the dynamical equation for \( \eta \) is
\[
\dot{\eta} + \dot{\bar{u}}_1 = \partial_x H'_{\text{new}}(\bar{u}_1 + \eta, \gamma, \varepsilon) - \dot{\phi} X_I(\bar{u}_1 + \eta) + [\varepsilon P(\bar{u}_1 + \eta) + R(\bar{u}, \varepsilon)].
\]

Next, we give an estimate for the growth of \( L_{\text{new}} \) which is essentially better than the one we derived for \( L \) in the previous section.
Proposition 3.3. For every \( \gamma(0) \), there exists a constant \( K \) (depending on \( \gamma(0) \)) such that for all \( t \geq 0 \) and \( |\varepsilon| \leq \varepsilon_0 \), it holds that

\[
L_{\text{new}}(u(t), \varepsilon) \leq KL_{\text{new}}(u(0), \varepsilon)e^{-2\varepsilon t} + K\varepsilon e^{-2\varepsilon t}
\]
as long as \( \|\eta(t)\|_1 \leq \delta \) (\( \delta \) is given by Lemma 3.2).

Proof. To prove this proposition, we consider the time derivative of \( L_{\text{new}} \):

\[
\frac{d}{dt}[L_{\text{new}}(u(t), \varepsilon)] = (H'_{\text{new}}(\bar{u}_1 + \eta, \gamma, \varepsilon) - \lambda_1 I'(\bar{u}_1 + \eta), \dot{\bar{u}}_1 + \dot{\eta})
\]

\[
+ \dot{\gamma} \left[ \frac{\partial}{\partial \gamma} H_{\text{new}}(\bar{u}_1 + \eta, \gamma, \varepsilon) - \frac{\partial}{\partial \gamma} L_{\text{new}}(\bar{u}_1, \gamma, \varepsilon) \right]
\]

\[
= (I) + (II).
\]

We will elaborate the terms (I) and (II) separately.

\[
(I) = -\varepsilon \left( H'_{\text{new}}(\bar{u}_1 + \eta, \gamma, \varepsilon) - \lambda_1 I'(\bar{u}_1 + \eta), \bar{u}_1 + \eta - \frac{1}{\varepsilon} R(\bar{u}, \varepsilon) \right)
\]

\[
= -\varepsilon \left( \tilde{Q}_1(\gamma, \varepsilon) \eta - \eta^2, \bar{u}_1 + \eta - \frac{1}{\varepsilon} R(\bar{u}, \varepsilon) \right)
\]

\[
= -2\varepsilon L_{\text{new}} + \frac{\varepsilon}{3} \int_0^{2\pi} \eta^3 + (\eta^2, [\varepsilon \bar{u}_1 - R(\bar{u}, \varepsilon)])
\]

\[
- \varepsilon \left( \eta, \tilde{Q}_1(\gamma, \varepsilon) \left[ \bar{u}_1 - \frac{1}{\varepsilon} R(\bar{u}, \varepsilon) \right] \right).
\]

In the same way as we showed that \( \|\xi(t)\|_0 \leq 2\sqrt{2\gamma(t)} \) (see (8)), it can be seen that \( \|\eta(t)\|_0 \leq 2\sqrt{2\gamma(t)} \). Just as in the proof of Proposition 2.3, this implies that \( \int_0^{2\pi} \eta^3 \leq 8\pi\sqrt{\pi\gamma}\|\eta\|_1^2 = \mathcal{O}(\varepsilon^2 \sqrt{\gamma + \varepsilon \gamma}) \).

Furthermore, \( \varepsilon \bar{u}_1 - R(\bar{u}, \varepsilon) = \varepsilon (\bar{u}_1 - \bar{u}) - \dot{\bar{u}}; \) hence \( \|\varepsilon \bar{u}_1 - R(\bar{u}, \varepsilon)\|_0 \leq \varepsilon \|\bar{u}_1 - \bar{u}\|_0 + \|\dot{\bar{u}}\|_0 \). In this expression, we use the explicit expression for the cnoidal waves in terms of the Jacobi elliptic functions to conclude that \( \|\dot{\bar{u}}\|_0 = 2\varepsilon \gamma \|\tilde{u}'(\gamma)\| = \mathcal{O}(\varepsilon \sqrt{\gamma}) \).

Using these estimates, we see that the second and third terms in (26) are bounded by \( \varepsilon K_4 \sqrt{\gamma}\|\eta\|_1^2 \) (\( K_4 \) is a constant independent of \( \gamma \) and of \( \varepsilon \)). We will give more attention to the estimate of the last term because it will improve the estimate of Proposition 2.3. By definition,

\[
\varepsilon \left( \eta, \tilde{Q}_1(\gamma, \varepsilon) \left[ \bar{u}_1 - \frac{1}{\varepsilon} R(\bar{u}, \varepsilon) \right] \right) = \varepsilon(\eta, \tilde{Q}_1(\gamma, \varepsilon)(\bar{u}_1 - \bar{u}) - 2\gamma \tilde{u}'(\gamma)) \).
\]

Furthermore (see Lemma A.2(ii) in the appendix),

\[
\tilde{Q}_1(\gamma, \varepsilon) \tilde{u}'(\gamma) = Q(\gamma) \tilde{u}'(\gamma) + 2(\bar{u} - \bar{u}_1) \tilde{u}'(\gamma) = \lambda'(\gamma) \bar{u}_1 + (\bar{u} - \bar{u}_1)[\lambda'(\gamma) + 2 \tilde{u}'(\gamma)].
\]

Hence

\[
\varepsilon \left( \eta, \tilde{Q}_1(\gamma, \varepsilon) \left[ \bar{u}_1 - \frac{1}{\varepsilon} R(\bar{u}, \varepsilon) \right] \right) = \varepsilon(\eta, [\tilde{Q}_1(\gamma, \varepsilon) - 2\gamma \lambda'(\gamma) + 2 \tilde{u}'(\gamma)](\bar{u}_1 - \bar{u}))
\]

\[
- 2\varepsilon \gamma \lambda'(\gamma)(\eta, \bar{u}_1).
\]
By using the facts that $2(\eta, \bar{u}_1) = -\|\eta\|^2_0$ (this follows from $I(\bar{u}_1 + \eta) = I(\bar{u}_1)$), \(\gamma \lambda' (\gamma) = O(\sqrt{\gamma})\), and \(\|\bar{u}(\gamma) - \bar{u}_1(\gamma, \varepsilon)\|_1 = O(\varepsilon \sqrt{\gamma})\) (see Lemma 3.1), it follows that there exist constants $K_5$ and $K_6$ such that

\[
\varepsilon \left( \eta, \hat{Q}_1(\gamma) \left[ \bar{u}_1 - \frac{1}{\varepsilon} R(\bar{u}, \varepsilon) \right] \right) \leq \varepsilon^2 K_5 \sqrt{\gamma} \|\eta\|_1 + \varepsilon K_6 \sqrt{\gamma} \|\eta\|_1^2.
\]

Next, we estimate the second term of equation (25). Using the definitions of $H_{new}$ and $R(\bar{u}, \varepsilon)$, it follows that

\[
(II) = \dot{\gamma} \left( \eta, \partial_x^{-1} \frac{\partial}{\partial \gamma} (2\varepsilon \gamma \bar{u}'(\gamma) + \varepsilon \bar{u}(\gamma)) \right)
\]

\[
= -2\varepsilon^2 \gamma \|\eta\|_0 \|\partial_x^{-1} (3\bar{u}'(\gamma) + 2\gamma \bar{u}''(\gamma))\|_0
\]

\[
\leq K_\varepsilon^2 \|\eta\|_1 \sqrt{\gamma}.
\]

(Again, we use the explicit expression for $\bar{u}$ in terms of the Jacobi elliptic functions.)

Finally, using the fact that $\|\eta\|^2 \leq L_{new}/c$ (for $\|\eta\|_1 \leq \delta$), we can estimate $\frac{d}{dt} L_{new}$ by

\[
\frac{d}{dt} L_{new} \leq -2\varepsilon L_{new} + K_0 \varepsilon \sqrt{\gamma} L_{new} + K_0 \varepsilon^2 \gamma \sqrt{L_{new}}
\]

for some constant $K_0$. Integrating this equation and applying Gronwall’s lemma, we have that there exists some constant $K$ such that

\[
L_{new}(u(t), \varepsilon) \leq KL_{new}(\gamma(0), \eta(0), \varepsilon)e^{-2\varepsilon t} + K\varepsilon e^{-2\varepsilon t}.
\]

The proof of Theorem 1.2 is a corollary of Proposition 3.3.

**Proof of Theorem 1.2.** From Lemmas 3.2 and 3.3 and the fact that $\|\eta(t)\|^2 = \rho_1(u(t), \bar{u}_1(\gamma(t)), \varepsilon)$, it follows that

\[
\rho_1(u(t), \bar{u}_1(\gamma(t)), \varepsilon) \leq K \rho_1(u(0), \bar{u}_1(\gamma(0)), \varepsilon)e^{-\varepsilon t} + K\varepsilon e^{-\varepsilon t}
\]

if $\|\eta(0)\|_1$ is sufficiently small.

Now we use the fact that $\|\bar{u}_1(\gamma, \varepsilon) - \bar{u}(\gamma)\|_1 \leq K\varepsilon \|\bar{u}\|_0$ for some constant $K$ (see Lemma 3.1), which yields

\[
\rho_1(u(t), \bar{u}(\gamma(t))) \leq \rho_1(u(t), \bar{u}_1(\gamma(t)), \varepsilon) + \|\bar{u}_1(\gamma(t), \varepsilon) - \bar{u}(\gamma(t))\|_1
\]

\[
\leq K \rho_1(u(0), \bar{u}_1(\gamma(0)), \varepsilon)e^{-\varepsilon t} + K\varepsilon e^{-\varepsilon t}(1 + \sqrt{2\gamma(0)})
\]

\[
\leq K \rho_1(u(0), \bar{u}(\gamma(0)))e^{-\varepsilon t} + K\varepsilon e^{-\varepsilon t}(1 + \sqrt{2\gamma(0)})
\]

\[
+ K \|\bar{u}_1(\gamma(0), \varepsilon) - \bar{u}(\gamma(0))\|_1 e^{-\varepsilon t}
\]

\[
\leq K \rho_1(u(0), \bar{u}(\gamma(0)))e^{-\varepsilon t} + K\varepsilon e^{-\varepsilon t}
\]

for some constant $K$. This completes the proof of Theorem 1.2.

**Appendix. Some properties of the unperturbed KdV equation and cnoidal waves.** As indicated in [4], the cnoidal waves are constrained minima of the Hamiltonian on level sets of $I$.

**Lemma A.1.** Let $\gamma > 0$. For all $2\pi$-periodic functions $u$ with mean value zero that satisfy $I(u) = \gamma$, it holds that

\[
H(u) \geq H(\bar{u}(\gamma)).
\]
If \( H(u) = H(\bar{u}(\gamma)) \) and \( I(u) = \gamma \), then \( u \) is a cnoidal wave with \( 2\pi \) as a minimal period. Explicitly, we have

\[
(I(u) = \gamma \land H(u) = H(\bar{u}(\gamma))) \Rightarrow \exists \phi \in \mathbb{R}[u = \Phi^1_u(\bar{u}(\gamma))].
\]

Furthermore, all cnoidal waves \( \bar{u}(\gamma) \) satisfy the Euler–Lagrange equation

\[
(27) \quad \partial_x(H'(u) - \lambda I'(u)) = \partial_x(\bar{u}_{xx} + \bar{u}^2 + \lambda \bar{u}) = 0,
\]

and the cnoidal wave \( \bar{u}(\gamma) \) is an unconstrained minimum of the modified KdV Hamiltonian \( H_\gamma(u) = H(u) - \lambda(\gamma)I(u) \).

Proof. Let \( \gamma > 0 \). We start by proving that the minimum of \( H \) on the level set \( I = \gamma \) exists. For this proof, we show that \( H \) is a weakly lower semicontinuous (w.l.s.c.) functional that is coercive on the level set \( I = \gamma \).

(i) First, we show coerciveness. For all \( u \in H^1_{\text{per},0} \) with \( I(u) = \gamma \), it holds that

\[
\left| \int_0^{2\pi} u^3(x)dx \right| \leq \|u\|_\infty \int_0^{2\pi} u^2(x)dx \leq \sqrt{2\pi} \|u\|_1 2\gamma
\]

(we used the Poincaré inequalities (4) and (5)). This gives

\[
(29) \quad H(u) \geq \frac{1}{2} \int_0^{2\pi} u^2(x)dx - \frac{1}{3} \left| \int_0^{2\pi} u^3(x)dx \right| \geq \|u\|_1 \left[ \frac{1}{2} \|u\|_1 - \frac{\sqrt{2\pi}}{3} \gamma \right].
\]

The last expression grows to infinity for \( \|u\|_1 \to \infty \).

(ii) Next, we prove weak lower semicontinuity. The norm is a w.l.s.c. functional; hence \( \int_0^{2\pi} u^2(x)dx = \|u\|_1^2 \) is w.l.s.c. The term \( \int_0^{2\pi} u^3(x)dx \) is a functional that is even weakly continuous. To prove this, we use the fact that \( H^1_{\text{per},0} \) is embedded in \( C^0 \) and the embedding operator is strongly continuous. (See [30, p. 82].) Hence if the sequence \( (u_n)_{n \in \mathbb{N}} \) converges weakly to \( u \) in \( H^1_{\text{per},0} \), then this sequence is uniformly convergent to \( u \). This implies that

\[
\lim_{n \to \infty} \int_0^{2\pi} u_n^3(x)dx = \int_0^{2\pi} u^3(x)dx,
\]

which shows that the functional \( \int_0^{2\pi} u^3(x)dx \) is weakly continuous. In the same way, it is proved that the set \( \{u \in H^1_{\text{per},0} \mid \int_0^{2\pi} u^2(x)dx = 2\gamma \} \) is weakly closed.

A coercive w.l.s.c. functional defined on a (sequentially) weakly closed set attains its infimum on this set. (See [6, §6.1] and [31, Chap. 38].) This completes the proof that \( H \) has a minimum on the level set with \( I = \gamma \).

From variational calculus, it follows that this minimum satisfies the Euler–Lagrange equation

\[
(31) \quad H'(u) - \lambda I'(u) = \alpha
\]

for some Lagrange multipliers \( \lambda \) and \( \alpha \). Using properties of elliptic functions (see, e.g., [8] or [10]), it follows that the cnoidal waves with minimal period are unique solutions of such a equation with minimal value of \( H \). \( \square \)

In several places, we use properties of the operators \( Q(\gamma) \) and \( \tilde{Q}(\gamma) \) and the cnoidal waves. We list some important ones.

Lemma A.2. The operators \( Q(\gamma) \) and \( \tilde{Q}(\gamma) \) and the cnoidal waves satisfy the following properties:
Lagrange equation yields

with respect to \( \gamma \) and

the only eigenvector with eigenvalue 0.

because of the minimality of \( H \)

property holds.

that \( \tilde{Q}(\gamma) \) is positive definite on \( Y(\gamma) \). In Lemma A.3, we show that a slightly stronger property holds.

\[ \tilde{Q}(\gamma) \text{ is a self-adjoint operator, and in Lemma A.3 it is proved that } X_I(\tilde{u}) \text{ is the only eigenvector with eigenvalue } 0. \]

The cnoidal waves are minima of the modified KdV Hamiltonian \( H_\gamma \). This implies that \( Q(\gamma) \) is positive definite on \( Y(\gamma) \). In Lemma A.3, we show that a slightly stronger property holds.

**Lemma A.3.** The operator \( Q(\gamma) \) is strictly positive definite on \( Y(\gamma) \). To be explicit, there is some \( c_1(\gamma) > 0 \) such that

\[ (Q(\gamma)y, y) \geq c_1(\gamma)\|y\|^2 \quad \text{for all } y \in Y(\gamma) \]

and \( \lim_{\gamma \to 0} c_1(\gamma) > 0 \).

**Proof.** To prove this boundedness from below, we consider the eigenvalues of \( Q(\gamma) \).

These eigenvalues form a monotonically nondecreasing sequence in \( \mathbb{R} \):

\[ \lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \quad \text{with } \lim_{n \to \infty} \lambda_n = \infty. \]

For the smallest eigenvalue \( \lambda_0 \), it holds that

\[ \lambda_0 = \min \left\{ (Q(\gamma)\xi, \xi) \mid \xi \in H^1_{\text{per,0}}, \int_0^{2\pi} \xi^2 = 1 \right\}. \]

This number is negative because

\[ (Q(\gamma)\tilde{u}(\gamma), \tilde{u}(\gamma)) = -\int_0^{2\pi} \tilde{u}(\gamma)^3 < 0. \]

The last inequality is based on the fact that \( I(\tilde{u}) = I(-\tilde{u}) \) and \( H(\tilde{u}) < H(-\tilde{u}) \) because of the minimality of \( H(\tilde{u}) \) on the level set with \( I = \gamma \). This implies that

\[ \int_0^{2\pi} \tilde{u}^3 < \frac{1}{3} \int_0^{2\pi} \tilde{u}^3; \]

in other words, \( -\frac{2}{3} \int_0^{2\pi} \tilde{u}^3 < 0. \)

The translation invariance of \( H \) and \( I \) implies that \( Q(\gamma)\tilde{u}_x = 0 \); hence \( Q(\gamma) \) has at least one eigenvalue which equals zero for all \( \gamma > 0 \).

At \( \gamma = 0 \), the operator \( Q(0) \) is equal to \( -(D_{xx} + Id) \). The eigenvalues of this operator on \( H^1_{\text{per,0}} \) are \( (k^2 - 1) \), \( k \in \mathbb{N} \). All these eigenvalues are double. The continuity of \( Q(\gamma) \) in \( \gamma \) implies that for \( \gamma > 0 \) in a neighborhood of 0, it holds that

\[ \lambda_0(\gamma) < 0, \quad \lambda_1(\gamma) = 0, \quad \lambda_2(\gamma) > 0. \]
We prove $\lambda_2(\gamma) > 0$ for all $\gamma \geq 0$ by using a contradiction argument and $\tilde{Q}(\gamma)$, the extension of $Q(\gamma)$ on $H^1_{\text{per}}$. Assume that there is some $\gamma_0 > 0$ such that $\lambda_2(\gamma_0) = 0$. Then the operator $\tilde{Q}(\gamma)$ has a double eigenvalue zero. The differential equation for the eigenvalues and $2\pi$-periodic eigenvectors of $\tilde{Q}(\gamma)$ is called Lamé’s equation; see, e.g., [24]. It follows from Sturm–Liouville theory that zero is the second or the third eigenvalue of this equation because $\bar{u}_x$ is an eigenvector at zero. In [2], it is proved that the first three eigenvalues of this equation are single. Hence zero has to be a single eigenvalue of $\tilde{Q}(\gamma_0)$. This contradicts our assumption that $\lambda_2(\gamma_0) = 0$ and implies that $\lambda_2(\gamma_0) > 0$ for all $\gamma_0 \geq 0$. We have seen that $\lambda_2(0) = 3$; hence on every compact $\gamma$-interval, there is a positive lower bound for $\lambda_2(\gamma)$.

Using ideas similar to those of [23], this behavior of the eigenvalues of $Q(\gamma)$ implies that there is a $c_0(\gamma) > 0$ such that

$$\int_0^{2\pi} [y_x^2(x) - (2u(x) - \lambda)y^2(x)]dx = (Q(\gamma)y, y) \geq c_0(\gamma)\|y\|_0^2$$

for all $y \in Y(\gamma)$. In Lemma A.4, we will prove that (37) implies that

$$(Q(\gamma)y, y) \geq c_1(\gamma)\|y\|_1^2$$

for all $y \in Y(\gamma)$ with $c_1(\gamma) = c_0(\gamma) + 2\|\bar{u}(\gamma) + \lambda(\gamma)\|_\infty$.

The proof of Lemma A.3, we used the fact that if $(Q(\gamma)y, y)$ is bounded from below in the $L^2$-norm for all $y \in Y(\gamma)$, then it is bounded from below in the $H^1$-norm as well. This property can be concluded immediately from the following lemma.

**Lemma A.4.** Let $p(x)$ be a continuous function on $[-\pi, \pi]$. If for some $\xi \in H^1_{\text{per},0}$ it holds that

$$\int_0^{2\pi} [\xi_x^2(x) + p(x)\xi^2(x)]dx \geq c\|\xi\|_0^2,$$

then

$$\int_0^{2\pi} [\xi_x^2(x) + p(x)\xi^2(x)]dx \geq c_1\|\xi\|_1^2$$

with $c_1 = c + \|p\|_\infty$. 

---

**Fig. 4. Sketch of the behavior of the eigenvalues $\lambda_0(\gamma)$, $\lambda_1(\gamma)$, and $\lambda_2(\gamma)$.**
Taking the inner product of (42) with $\bar{u}$ (45) (44) (43) defined in the proof of Lemma 3.1.

for all $\gamma > 0$. Hence (42) implies that $c$ for some $(v, l, a, b)$ equation (38), we see that

\[
\int_0^{2\pi} [\xi^2(x) + p(x)\xi^2(x)]dx = c_1 \int_0^{2\pi} \xi^2(x)dx + (1 - c_1) \int_0^{2\pi} \xi^2(x)dx
\]

(40)

+ $\int_0^{2\pi} p(x)\xi^2(x)dx$.

Now we use inequality (38); it follows that

\[
\int_0^{2\pi} [\xi^2(x) + p(x)\xi^2(x)]dx
\]

\[
\geq c_1 \int_0^{2\pi} \xi^2(x)dx + (1 - c_1)c\|\xi\|_0^2 - c_1\|p\|_\infty \|\xi\|_0^2
\]

(41)

\[
= c_1\|\xi\|^2. \Box
\]

The last subject in this appendix is the operator $DF_0(\bar{u}(\gamma), \lambda(\gamma), \alpha(\gamma), 0)$ as defined in the proof of Lemma 3.1.

**Lemma A.5.** The operator $DF_0(\bar{u}(\gamma), \lambda(\gamma), \alpha(\gamma), 0)$ is injective and surjective, for all $\gamma > 0$.

**Proof.** Let $\gamma > 0$. Define $A_0$ on $H^1_{\text{per}} \times \mathbb{R} \times \mathbb{R}$ as

\[
A_0 = DF_0(\bar{u}(\gamma), \lambda(\gamma), \alpha(\gamma), 0) = \begin{pmatrix}
\hat{Q}(\gamma) & -\bar{u}(\gamma) & -1 & -\bar{u}_x(\gamma) \\
\bar{u}(\gamma) & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
R(\bar{u}(\gamma), \varepsilon) & 0 & 0 & 0
\end{pmatrix}.
\]

(i) First, we prove that $A_0$ is an injective map. Assume that $A_0(v, l, a, b) = 0$ for some $(v, l, a, b) \in H^1_{\text{per}} \times \mathbb{R} \times \mathbb{R}$; hence

(42) \quad 0 = \hat{Q}(\gamma)v - l\bar{u}(\gamma) - a1 - b\bar{u}_x(\gamma),

(43) \quad 0 = (\bar{u}(\gamma), v),

(44) \quad 0 = (1, v),

(45) \quad 0 = (R(\bar{u}(\gamma), \varepsilon), v).

Taking the inner product of (42) with $\bar{u}_x$ yields $b\|\bar{u}_x\|_0^2 = 0$ and hence $b = 0$. Write $v = c_1\bar{u}(\gamma) + c_2\bar{u}_x + y$, with $y \in \bar{Y}(\gamma)$. This decomposition is unique because $(\bar{u}(\gamma), \bar{u}) = \frac{1}{d_2} \|\bar{u}\|_0^2 = 1$ and hence $\bar{u}(\gamma) \not\in \bar{Y}(\gamma)$. From (43), it follows that $c_1 = (v, \bar{u}) = 0$.

Taking the inner product of (42) with $v$ shows that $0 = (\hat{Q}(\gamma)v, v) = (\hat{Q}(\gamma)y, y)$. Hence $y = 0$ because $\hat{Q}(\gamma)$ is strictly positive definite on $\bar{Y}(\gamma)$. From (45), it follows that $0 = c_2(R(\bar{u}(\gamma), \varepsilon), \bar{u}_x)$. Because of the assumption that $(R(\bar{u}(\gamma), \varepsilon), \bar{u}_x) \neq 0$, this implies that $c_2 = 0$ and hence $v = 0$. Finally, substituting $v = 0$ and $b = 0$ in (42) yields $\bar{u}(\gamma) + a1 = 0$. Because $\bar{u}(\gamma)$ and $1$ are linearly independent, this implies that $l = 0$ and $a = 0$.\]
(ii) Next, we show that $A_0$ is surjective. Assume that $A_0(v, l, a, b) = (w, m, c, d)$ for some $(v, l, a, b, w, m, c, d) \in H^1_{\text{per}} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$; hence

\begin{align*}
(46) & \quad w = \bar{Q}(\gamma) v - l \bar{u}(\gamma) - a 1 - b \bar{u}_x(\gamma), \\
(47) & \quad m = (\bar{u}(\gamma), v), \\
(48) & \quad c = (1, v), \\
(49) & \quad d = (R(\bar{u}(\gamma), \varepsilon), v).
\end{align*}

Taking the inner product of (46) with $\bar{u}_x$ yields $b\|\bar{u}_x\|_2^2 = (w, \bar{u}_x)$. This defines $b$ because $\|\bar{u}_x\|_2^2 \neq 0$. Take the inner product of (46) with 1 and use Lemma A.2(ii), which yields $2\alpha a = -(w, 1) - 2m - \lambda c$. This defines $a$. Take the inner product of (46) with $\bar{u}(\gamma)$ and use Lemma A.2(ii), which yields $l = -(w, \bar{u}(\gamma)) - b(\bar{u}_x, \bar{u}(\gamma)) + \lambda'(\gamma)m + \alpha'(\gamma)c$. This defines $l$. From Lemma A.2(v), it follows that $Q(\gamma)$ is invertible on $\{\bar{u}_x\}$; hence

$\quad v = \bar{Q}(\gamma)^{-1}(w + l\bar{u} + a 1 + b\bar{u}_x) + f\bar{u}_x$.

The value of $f$ follows from (49). ∎
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