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Abstract

Current Hard Real Time (HRT) kernels have their timely behaviour guaranteed on the cost of a rather restrictive use of the available resources. This makes HRT scheduling techniques inadequate for use in Soft Real Time (SRT) environment where we can make a considerable profit by a better and more flexible use of the resources. We will show that we can also improve the responsiveness and fairness of SRT kernels by combining Real Time Transactions and the Earliest Deadline First rule with Deadline Inheritance policies. In particular we present a policy where each task can request its own private Scheduling Quality of Service from the kernel. The kernel can offer scheduling services with varying levels of service ranging from “not attentive” to “very attentive”. We claim that the proposed techniques (1) can be combined with HRT techniques such that HRT guarantees are not affected, (2) that they are particularly useful to multimedia environments, (3) that they are easy to use, and (4) that the required administration overhead is low. A currently running multimedia experiment shows a scheduling overhead of less than one percent\(^1\).
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1 Introduction

Recent developments in the field of multimedia and communication architectures, open an exiting range of new applications. This is particularly true when combining them to new powerful systems that deal with vision, sound and control. In multimedia we have the possibility of manipulating sound and vision, robotics deals with control, while recent developments on computer and communication architectures open the possibility to distribute these functions. This opens a range of possibilities among which we find video on demand, video conferencing, tele-teaching, etc. Moreover, multimedia can and will be used also in other than these typical applications. For instance in the process control environment we also see the deployment of the combination of

\(^1\)The research is executed at the University of Twente in the Multimedia “Tukker” subproject.
remote viewing, remote hearing and remote control, mainly composed from “of the shelf” components.

All these applications have in common that they require some degree of timeliness ranging from Soft Real Time (SRT) for most multimedia applications to Hard Real Time (HRT) for process control applications. Consequently this requires an operating system kernel that can handle timeliness, so we need a Real Time (RT) kernel that can give adequate support. There are already numerous kernels on the market. None of them is a standard or a de facto standard for RT purposes. The reason for this is that none of them is flexible enough to support a wide range of RT applications. The basic problem is twofold:

1. When used for HRT tasks, these kernels are inevitably inflexible. HRT tasks either require off-line reservation of resources or some other off-line guarantee for schedulability of tasks. New tasks may require a time consuming re-scheduling of all the existing tasks.

2. When used for SRT tasks, scheduling of tasks and reservation of resources is far from optimal. Moving pre-calculated off-line scheduling to flexible online scheduling causes phenomena like priority inversion, late reactions, and unnecessary reservation of resources.

This paper investigates the possibilities of a SRT scheduler that is flexible, fair and responsive enough to

- support multimedia continuous streams, and multimedia processes, and
- to be integrated in a HRT environment such that HRT requirements can be maintained.

In this paper we leave the HRT kernels as they are and we focus on the SRT kernels. Typical SRT applications are found in the field of multimedia, where continuous video and audio streams have to be supported. These do not require HRT requirements. Occasionally we can tolerate the loss of an image or a sound frame, although we do not like this and we will always try to avoid it. This tolerance opens the possibility of introducing flexibility in process scheduling and resource usage.

Because multimedia applications are typical applications for our SRT kernel we will give a closer look into this environment. This could be a workstation where an user is looking at a window in which a movie is playing or video conferencing is proceeding. We may expect the Continuous Media (CM) stream to be received and unpacked by the ATM AAL5 interface [22]. The unpacked but still compressed video (moving JPEG or MPEG [ISO /IEC91]) is sent to the decompression unit and from there, after optional processing, to a video processor that displays the images in time in its window. For these applications we need a SRT kernel.

RT kernels can be classified as dynamic or static [12].

- A dynamic kernel has no, or few information about the arrival of tasks apriori. Therefore a considerable part of the scheduling decisions have to be made at the moment a task arrives.
- A static kernel however has prior information about arrival times and resource usage such that scheduling decisions can be made off-line.

Static kernels are mainly used for HRT applications, while dynamic kernels more refer to SRT applications. This paper mainly concentrates on dynamic kernels. We will first give an
overview of the existing techniques in the dynamic kernels in section 2. We describe our task model in section 3, introduce the new scheduling protocols in section 4, consider performance aspects in 5 and describe the implementation in 6.

2 Existing dynamic kernels

In the dynamic kernel jobs arrive without a priori knowledge. They are scheduled according to a priority, which is typically derived from parameters as used in classical scheduling policies such as Static Priority Scheduling, Shortest Process Time, Shortest Slack Time (time to deadline minus runtime), or Earliest Deadline First (EDF). Among others Liu and Layland [25] proved that a given set of processes, scheduled by any satisfying scheduling algorithm, could also be scheduled by a deadline driven algorithm. However, without any precautions these techniques may lead to the phenomenon of priority inversion when other resources then the processor come into view. Priority inversion could happen when a high priority task is blocked for a resource that is held by a low priority task. The latter may not proceed due to its low priority, consequently blocking the high priority task.

Depending on the synchronisation policy such as the Fixed Priority Protocol, the Basic Inheritance Protocol (BIP), the Priority Ceiling Protocol (PCP) [35] or the Real Time Transaction Protocol (RTTP) [13] a dispatcher assigns processes to the processor(s). The Fixed Priority Protocol generally suffers from priority inversion, whereas the Basic Inheritance Protocol, the Priority Ceiling Protocol and the Real Time Transaction Protocol provide methods to bound the duration of priority inversion.

The Basic Inheritance Protocol realises this by inheritance of priority. Low priority processes, owning shared resources that are also requested by high priority processes, inherit the high priority from the waiting processes. A primary disadvantage of this scheme is the impossibility of avoiding transitive waiting and no timing guarantees whatsoever can be given.

The Priority Ceiling Protocol (PCP) avoids priority inversion and also transitive waiting. The basic idea is to make way for high priority jobs, even if it is not certain that they will become active. The rule is that a medium priority job may not preempt a low priority job if the low priority job holds resources that could be claimed by a high priority job. The priority ceiling associated with a resource is the highest priority of a job that ever can claim this resource. PCP is rather strict in preserving resources for processes of which it is not known whether they will become active. This prohibits preemption of a low priority job by a medium priority jobs, even when the high priority job seldom or never shows up.

The Real Time Transaction Protocol (RTTP) also avoids priority inversion and transitive waiting. It roughly works as follows: When a transaction starts, it simultaneously acquires all resources it needs to complete the transaction. During the transaction resources can only be released. A transaction has completed when it has released all of them and becomes free running. A transaction is assigned a processor if it has the highest priority and when it can acquire all its requested resources. Priority inheritance is used when a high priority transaction is waiting for a low priority transaction in order to avoid preemption of the low priority transaction. In contrast to PCP, RTTP is rather generous for the lower level priority processes with respect to the preservation of resources. Resource usage of a process, say P, is only taken into account after P is released. The consequence is that a high priority process might have to wait longer than wanted before it can start.
We will now introduce a task model that can deal with continuous media and with which our scheduling policy can be described.

3 Tasks

This section will discuss a variety of protocols all based on the Earliest Deadline First rule and which are enhanced by Deadline Inheritance refinements. The protocols have been designed in such a way that:

- They are fair in strategy. Tasks are served in accordance to the best knowledge of the system. A system can serve a task better if it has adequate information of the task.
- They are flexible with respect to the use of resources. Reservations are only done when necessary.
- Tasks are served with the desired responsiveness and they can request their own quality of service. Resources are preserved accordingly.
- They have a low administration overhead which is necessary in order to limit consuming scarce “real” time.

We will now introduce our task model.

3.1 Task model

A task is a sequence of “free running” or “resource using” transactions, similar to the Real Time Transaction Protocol [13]. A free running transaction is not subject to mutex scheduling constraints since it does not use shared resources. This makes it easy to schedule these transactions. (This is discussed in 3.4 with more detail). An invocation of a “resource using transaction” can only be run if it can acquire all its resources simultaneously. This condition guarantees that a transaction always runs to completion. Unbounded priority inversion, transitive waiting and deadlock are impossible. A transaction may release its shared resources at any time. However, we assume that a transactions releases its resources when it runs to completion. Dealing with early release times is possible, however, a little more complicated and beyond the scope of this paper.

In fact a transaction is a subtask. From here on we are only referring to transactions and every time when we write task, or subtask we mean a transaction unless stated otherwise.

3.2 Task states

A task may be in one of the following states: sleeping/pre-announced, ready, or flushed. The ready state is split up in new released, running or preempted. States and state transitions are shown in figure 1.

![Diagram of task invocation states and transitions]

Figure 1: Task invocation states and transitions

A task is put in the administration after the oc-

---

2A consequence is that, waiting time for external events has to be bounded such that the transaction can finish before its deadline.  
3Deadlock is a special form of transitive waiting.
currence of an (aperiodic) event from outside, e.g. an interrupt, or from an internal (periodic) event generator. A task is put in the sleeping - or in the pre-announcement administration where it is waiting for its release time. A task is only put in the pre-announcement administration when it is pre-announced, otherwise it is put in the sleeping administration. In both administrations the task is waiting for its release, after which it leaves the administrations and it enters the ready queue.

Pre-announcement is a special form of sleeping. The task is not yet active but the system takes already into account that the task will show up within a finite time. Pre-announcement will be explained in detail in section 4.3.

After its release a task will go to the ready state and when it is terminated to the flushed state. In the ready state a task can be running when it has the processor or new-released/preempted when not.

When a task is finished it is withdrawn from the administration. Periodic tasks are put into the administration by the periodic event generator.

In general the scheduling of tasks is subject to constraints. We will define the constraints and show in the following sections that our proposed scheduling algorithms will keep to the constraints.

### 3.3 Timing attributes

The following task timing attributes of a task $T$ are event times. They are used for scheduling decisions.

- A pre-announcement time $p(T)$ is the absolute time at which a task can make itself known to the scheduler administration.

- A release time $r(T)$ is the absolute time from which a task may run.

- A deadline $d(T)$ is the absolute time at which a task has to be completed.

A RD-interval of a task $T$ is the interval between release time and deadline: $d(T) - r(T)$.

A PD-interval of a task $T$ is the interval between pre-announcement time and deadline: $p(T) - r(T)$.

The set of resources which are in use by a task $T$ is denoted by $s(T)$.

A run time interval\(^4\) is the upper-bound of processor time which the invocation of the task is supposed to consume.

### 3.4 Scheduling Constraints

The invocation of a task is subject to constraints resulting from the communications links, release times, deadlines, and resource requirements. Denote the release time and deadline of a task $T$ as $r(T)$ and $d(T)$ respectively. When a task $T_a$ is executed before $T_b$ then there exists a precedence relation between them, denoted by $T_a \prec T_b$. The five types of scheduling constraints are:

**Precedence:** If $T_a$ must precede $T_b$ then there exist a precedence constraint between them and $T_a \prec T_b$ must be enforced.

**Release:** A task $T_a$ cannot start before its release time $r(T_a)$.

**Deadline:** A task $T_a$ is supposed to be finished before its deadline $d(T_a)$.

**Mutex:** If two tasks $T_a$ and $T_b$ require the same resource ($s(T_a) \cap s(T_b) \neq \emptyset$), then they are not allowed to preempt each other.

\(^4\)Run times are only used in conjunction with HRT requirements. They are not needed in a SRT system and henceforth are not used in this paper.
Equality: A task with a deadline equal to a running task may not preempt the running task.

Note that the mutex constraint enforces mutual exclusion and that if a scheduling algorithm keeps to mutex constraints no additional synchronisation is required.

A mutex constraint can also be defined in terms of precedence constraints: the invocation of \( T_a \) must precede the invocation of \( T_b \) or vice versa. The invocations of both tasks have to execute in some sequential order that is not specified by the constraints. This can however only be used in a static environment where both tasks are known to exist and have known timing parameters.

Note that the following two relations always must hold:
\( T_a < T_b \) implies \( r(T_a) \leq r(T_b) \) (release time ordering)
\( T_a < T_b \) implies \( d(T_a) \leq d(T_b) \) (deadline ordering)

4 The proposed scheduling scheme

In this section we present the design of an integrated scheduling scheme to improve

Responsiveness towards tasks with short deadlines,

Fairness towards all the supported applications: Tasks are scheduled according to best knowledge of the system. Timing parameters and resource usage are taken into account.

Flexibility by offering a scheduling service of choice per task at any desired moment.\(^5\)

\(^5\)This can be offline (static), always (dynamic), at pre-announcement time or at release time.

The scheduling scheme basically uses the combination of RT transactions, the Earliest Deadline First (EDF) rule and deadline inheritance protocols, with or without pre-announcements. Before discussing the scheme we first present the EDF rules and the inheritance protocols.

4.1 Earliest Deadline First (EDF)

The EDF strategy is bound to the following rules:

1. The invocations are subject to the release, mutex and equality constraints.

2. The algorithm executes one invocation when runnable invocations are available. The executing invocation has the minimum deadline of all runnable invocations, which is enforced by preemption if this were not the case.

We emphasize that the EDF algorithm maintains the precedence constraints according to given deadlines.

A direct consequence of our EDF scheduling strategy is the following: an invocation of a task \( T_a \) can only preempt another invocation of a task \( T_b \) if the RD-interval of the former completely comprises the RD-interval of the latter (i.e. the invocation \( T_a \) has a greater release time and a shorter deadline than the invocation of \( T_b \)).

Note that if the sizes of the two RD-intervals are equal, preemption is never possible. A special case is that two invocations of a single task can never preempt each other.

EDF does not solve the problem of deadline inversion when shared resources come into play. The following two protocols will reduce the deadline inversion time by deadline inheritance.
4.2 Inheritance protocols

This subsection presents two new inheritance protocols on top of EDF: the Basic Deadline Inheritance Protocol (BDIP) and the Deadline Ceiling Inheritance Protocol (DCIP). The first one has similarity with the Basic Priority Inheritance Protocol (BPIP) and the second one with the Priority Ceiling Protocol (PCP) as described in section 2. In combination with EDF these inheritance protocols maintain all predefined constraints.

The main differences with the original protocols are:

1. The original BPIP and PCP are defined in terms of static priorities, while the new protocols are based on dynamic deadlines.
2. The new task invocations are treated as transactions as introduced in subsection 3.1.
3. The protocols are a property of a task and not of the scheduler. Consequently each task is treated by its protocol of choice. This will be explained in subsection 4.4.

4.2.1 Basic Deadline Inheritance Protocol

Definition 1 (BDIP) BDIP is defined by the following rules for the set of runnable tasks:

1. According to EDF the runnable task with the shortest deadline is selected to run.
2. Deadline inheritance occurs at the release time of each invocation of a task, say $T_a$.
3. Each preempted or running invocation of, say $T_b$, that has overlapping resource requirements ($s(T_a) \cap s(T_b) \neq \emptyset$) is subject to the inheritance of the deadline of $T_a$.
4. The invocation of $T_b$ is assigned a deadline that is equal to the minimum of the current deadline of $T_b$ and the inherited deadline of $T_a$.

Note that a task has an original deadline. In first instance an invocation will run under this deadline unless it inherits a smaller one. The deadline under which an invocation runs determines its preemptability and can be indicated as its preemption deadline. It determines the order in which the invocations are scheduled by the EDF rule. In particular, a shorter preemption deadline reduces the preemptability of an invocation.

Figure 2 shows an example where two tasks require the same resource $R$. The shortest deadline is shown by the darker shading. At time $e_1 + r_c(T_1)$ the invocation of task $T_2$ inherits the deadline $e_1 + d_c(T_1)$ from the invocation of $T_1$. This is the preemption deadline of $T_2$ and is shown by a dotted line on the time axis of $T_2$. Note that the release times $r_c(T_i)$ and deadlines $d_c(T_i)$ are relative to the respective event $e_i$. However $e_1 + r_c(T_i)$ and $e_1 + d_c(T_i)$ are absolute values.

![Figure 2: Basic deadline inheritance](image-url)

Note that the combination of EDF and BDIP maintains the mutex constraint by the equality constraint automatically: after the deadline inheritance, invocations that have overlapping resource requirements have equal preemption deadlines. This makes the mutex constraint redundant and the EDF/BDIP algorithm straightforward: after deadline inheritance the only scheduling and preemption parameters are the deadlines.
EDF/BDIP is rather generous to other tasks in handling resources. This is because the resource needs for future tasks are only taken into account after their release.

We will now show the EDF/DCI protocol, which is more reserved to other tasks in handling resources.

### 4.2.2 Dynamic Ceiling Inheritance Protocol

DCIP is based on the notions of the ceiling of a resource and the related execution deadline of a task.

#### Definition 2 (ceiling) The ceiling $c(R)$ of a resource $R$ is defined as the size of the shortest RD-interval $d(T) - r(T)$ of all tasks $T$ that require the resource.

Note that the difference of absolute values $d(T) - r(T)$ is equal to the difference of their relative representations $d_e(T) - r_e(T)$. Note also that the difference $c(R)$ is a relative value.

#### Definition 3 (execution deadline) The execution deadline of a task $T$ is $t + mc(T)$ where $t$ is the start time of a task $T$ and $mc(T)$ is the minimum of all ceilings of resources that are required by $T$.

Note that the start time $t$ and the execution deadline $t + mc(T)$ are absolute values.

#### Definition 4 (DCIP) DCIP is defined by the following rules:

1. According to EDF the runnable task $T$ with the shortest deadline is selected to run.

2. When an invocation of a task $T$ starts to execute at time $t$ it computes the execution deadline $t + mc(T)$.

3. The invocation of $T$ is assigned a deadline that is equal to the minimum of the original deadline and the execution deadline.

Note that these rules put heavy preemption restrictions on other tasks. If all these tasks were activated immediately after time $t$, then BDIP would compute the same new preemption deadlines as DCIP.

In the example of figure 3 an invocation of task $T_2$ starts to execute when it has the smallest deadline at time $t$. At this point the execution deadline is determined. In this example $T_2$ inherits via (the only) resource $R$ the ceiling $c(R)$ which in this case is equal to the RD-interval of its only user $d_e(T_1) - r_e(T_1)$. Consequently the execution deadline of $T_2$ is $t + c(R)$. An invocation of $T_2$ that is released later, will not preempt the invocation of task $T_2$ by EDF, because $T_1$ that is released later has a later deadline $e_1 + d_e(T_1)$ than the execution deadline of $T_2$.

![Figure 3: Dynamic ceiling inheritance](image-url)
constraint redundant and the scheduling algorithm becomes straightforward: after deadline inheritance the only scheduling and preemption parameters are the deadlines.

Under particular circumstances\(^6\) EDF/DCIP restricts other processes more than the original PCP.

A policy similar to EDF/DCIP is also used in the YARTOS kernel [16, 17]. However the task model of YARTOS is more restricted than our model.

### 4.2.3 Comparing BDIP and DCIP

Both protocols maintain the mutex constraint by implication from the inheritance rule and the equality constraint.

DCIP's ceilings are static and they may cause tasks that have inherited a ceiling to be non-preemptable, even in case that the task for which the non-preemptability has been organised does not show up. One may also consider this as an improper since it gives the inheriting tasks processing rights which are in fact not deserved.

BDIP has a dynamic character and takes only information of tasks into account after they have been released. This may cause longer waiting times for newly released tasks, even if they have short deadlines.

DCIP has a smaller run-time overhead than BDIP because the ceilings and execution deadlines can be computed off-line. The inheritance of the execution deadline in DCIP only requires one assignment statement per invocation. Deadline inheritance in BDIP includes a search for overlapping resource requirements over the preempted and running invocations.

Figure 4 shows an example of a situation where BDIP can schedule a task while DCIP cannot. DCIP anticipates to an invocation of a task \(T_3\) that requires resource R and has a RD-interval of size \(mc(T_2)\) and therefore \(T_2\) is not preemptable by \(T_1\). In BDIP \(T_1\) may preempt \(T_2\) because \(T_1\) has the shortest deadline and \(T_1\) and \(T_2\) have no common resource needs.

![Figure 4: EDF/DCIP versus EDF/BDIP](image)

### 4.3 Pre-announcements

Both BDIP and DCIP do not use all the resource and timing information of sleeping tasks. With pre-announcements this information can be made available at an earlier time and the scheduler can exploit this to make more reasonable schedules. Pre-announcements can be used in combination with BDIP as well as with DCIP, resulting in two new protocols: BDIP&PA and DCIP&PA. Pre-announcement occurs at activation-time, at which timing - and resource information of the invocation is put in a PA-database.

Under BDIP&PA an invocation requests the scheduler to be aware of its future resource usage. The BDIP&PA protocol will offer a better response then BDIP for the requesting invocation and a lesser preemptability for other invocations.

Under DCIP&PA tasks contribute the Pre-announce-Deadline (PD) interval instead of the RD interval to the deadline ceilings of the used resources. Note that since \(RD \leq PD\),

---

\(^6\)A task that is free running and does not (yet) use resources may preempt in PCP when it has a higher priority.
higher deadline ceilings are produced than in plain DCIP and consequently higher execution deadlines, resulting in a better preemption.

Definition 5 (BDIP&PA) Pre-announcement in BDIP&PA is defined by the following rules:

1. While an invocation is sleeping, the absolute deadline of the invocation is recorded in the PA database. The entry in the PA database is created at activation time and removed at release time of an invocation.

2. When an invocation starts to execute, it determines the minimum, absolute deadline of all invocations in the database that have competing resource requirements.

3. The new deadline of the invocation is set to the minimum of the original deadline and the deadline read in the database.

For DCIP&PA it turns out that the set of rules is quite similar, only rule 3 differs:

Definition 6 (DCIP&PA) Pre-announcement in DCIP&PA is defined by the following rules:

1. While an invocation is sleeping, the absolute deadline of the invocation is recorded in the PA database. The entry in the PA database is created at activation time and removed at release time of an invocation.

2. When an invocation starts to execute, it determines the minimum, absolute deadline of all invocations in the database that have competing resource requirements.

3. The new deadline of the invocation is set to the minimum of the original deadline, the execution deadline and the deadline read in the database.

We will illustrate the behaviour of the protocols by the following examples (where the PD-interval of a task $T_i$ is denoted by $d_e(T_i)$).

BDIP&PA: In figure 5, an invocation of task $T_2$ is inheriting a shorter deadline from the PA database when it starts to execute. Under BDIP the invocation of $T_2$ would not have inherited the deadline of $T_1$ until the release time of the invocation of $T_1$. In the BDIP&PA scheme, invocations that have a deadline in the interval $[e_1 + d_e(T_1), e_2 + d_e(T_2)]$ cannot preempt the invocation of task $T_2$ which improves the responsiveness of the system to $T_1$.

DCIP&PA: In figure 5, under DCIP, the invocation of $T_2$ would have inherited an execution deadline $t + mc(T_2)$ at the start of execution (time $t$). The invocation $T_2$ then becomes not preemptable for invocations that have a deadline in the interval $[t + mc(T_2), e_1 + d_e(T_1)]$. DCIP&PA tolerates preemptions of invocations with deadlines in this interval.

The following examples show what happens if the pre-announcement of $T_1$ comes later than the activation of $T_2$ at time $t$.

BDIP&PA: Figure 6 shows how $T_2$ inherits a deadline $e_1 + d_e(T_1)$ at time $e_1$ from $T_1$. Note also that the mutex constraints are not violated since $T_1$ cannot preempt $T_2$ because of equal deadlines.
DCIP&PA: Figure 7 shows what happens if $T_1$ is announced after $T_2$ has become active. At time $t$, $T_2$ inherits the execution deadline of the (only) resource $R$, which is $t + c(R)$. $R$ got its ceiling from its most critical user $T_1$, so $c(R) = d_c(T_1)$.

The invocation of task $T_1$ cannot preempt the invocation of task $T_2$ by EDF because the deadline of $T_2$ is smaller than the deadline of $T_1$ ($t + c(R) < e_1 + d_c(T_1)$).

Figure 6: Pre-announcement and deadline inheritance

![Diagram](image)

Figure 7: Pre-announcement and ceiling inheritance

We have to make a few remarks about a running invocations with increasing deadlines.

1. In the case of DCIP&PA as given in figure 7 it would be reasonable to increase the deadline. At time $e_1$ the information about $T_1$ becomes known and the preemption deadline of $T_2$ could increase from $t + d_c(T_1)$ to $e_1 + d_c(T_1)$.

2. Another case of deadline increase of an invocation $T_1$ would occur if $mc(T_1) = c(R)$ and when $T_1$ releases a resource $R$ before the end of the transaction (see also 3.1).

When an invocation increases its deadline, preemption in favour of an invocation with a shorter deadline becomes possible. We are aware of this phenomenon but have not yet investigated the implementation consequences thoroughly. In the context of this paper we do not increase preemption deadlines of ready or running invocations and we will leave it as a research subject for the near future.

4.4 The integrated scheduling scheme

It is possible to make a kernel that can offer any task a protocol of choice. Four scheduling types can be offered simultaneously: BDIP, DCIP, BDIP&PA, and DCIP&PA.

The following rules are used to schedule a task set of mixed scheduling types:

1. All tasks will have an execution deadline. The overhead of assigning the execution deadline to an invocation is small and can be done off-line.

2. The execution deadline of a BDIP or BDIP&PA task is set equal to its deadline. Both types do not contribute to the computation of the ceilings and execution deadlines.

3. Only tasks of type BDIP&PA or DCIP&PA write the PA database, but all tasks read the database.

4. Only DCIP and DCIP&PA tasks contribute to the ceiling of the resources; DCIP contributes its RD interval and DCIP&PA contributes its PD interval.

Note that only BDIP and BDIP&PA tasks perform basic deadline inheritance. This involves
a small searching overhead which is only required for these tasks.

It is beyond the scope of this paper to describe in detail the combined protocol. Tasks that have a small RD-interval can be given the type DCIP&PA or BDIP to increase the resource ceilings and consequently the preemption ability. We conclude this section with the remark that the ceiling protocols have the smallest administration overhead. They are however also the least flexible since they require static knowledge of the involved tasks.

4.5 Readers-Write synchronisation

All proposed protocols can be refined by adding readers-writers synchronisation to the scheduling policy. This is possible by partitioning the set of required resources per task into two sets: the resources that have to be read and resources that have to be written. Deadline inheritance occurs in case of a read-write or a write-write conflict. Its beyond the scope of this paper to explain the details of these refinements and we conclude by the remark that readers-writers synchronisation will improve the quality of the system without violating the mutex constraint.

5 Performance

In this section we discuss the performance aspects of our kernel as flexibility, fairness, response and speed. We will neither give a formal proof of these aspects give a formal proof of our statements. Both are beyond the context of this paper. Below follows an informal justification of our claims about scheduling algorithms in the introduction.

They are fair.

They are fair in the following sense: Due to the application of the EDF rule the scheduler will try to serve the tasks with the shortest deadline best. Resource needs and timing requirements of other tasks can and will be taken into account if these have handed this information to the kernel. By using priority inheritance the kernel avoids priority inversion to its best knowledge and in accordance with the requested scheduling protocol.

They offer a flexible response.

A task with a short deadline expects a fast response, that is the disposal of the processor, from the kernel. Transitive waiting and consequently deadlocks are impossible due to the introduction of RT transactions. The system will deliver a fast response if the requesting task has (1) a short deadline, (2) it gives its information early enough and (3) if the system is not burdened with a heavy administration overhead. (1) and (2) are covered by EDF/inheritance and pre-announcements, while (3) is covered by the transaction-form of tasks. It is in particular the RT transaction that makes the system administration overhead low. There are however still some possibilities to improve the response times. These are (1) to relax the behaviour of the RT transactions and take the early release of resources into account (see 4.3) and (2) to use (maximum) run-time information of the tasks. These possibilities make the algorithm more complicated and the question is whether the costs weigh against the profits. We will leave this question to future research.

They are fast.

As stated already in the previous paragraph, this is mainly due to the nature of the RT transaction in combination with EDF/inheritance. This combination guar-

---

7There is however (still) one exception, described in section 4.3 under DCIP&PA, where the kernel could do better.
antee mutual exclusion, which has not to be implemented explicitly anymore. The DCIP-algorithms are the fastest. They only\(^8\) require ordering to deadline of ready tasks and determination of the execution deadline when they are selected. The BDIP-algorithms also require ordering to deadline of ready tasks and in addition a \(O(n)\) scan over the ready tasks for determination of the inherited deadlines. The PA variants require in addition an \(O(n)\) search over the administration entries for writing the PA-administration. Our first implementation, described in the following section, showed an overhead below 1 percent for the executed multimedia experiments.

6 Implementation and tests

Scheduling strategies have been simulated in Python [33] first. Then they have been added to the Nemo kernel [12], where they run at the highest priority level. The original scheduler runs in the background. The assembly code for interrupt handling and context switching is borrowed from a previous project [31].

In this section we mainly refer to continuous media applications. In [41], a mapping from a continuous media application to a task-transaction model is described in detail. It roughly comprises the following items.

- A continuous media application can be implemented quickly by using the building blocks of tasks, connections, resources, and devices.
- Continuous media streams can be mapped to connection oriented communication.
- Periodic and aperiodic tasks are supported in a uniform way. This enables the use of the kernel in a general purpose environment.
- Computational jitter and delay of the tasks can be mapped to release and deadline constraints.
- Tasks can share global resources. Tasks can access a resource read-only or read-write.
- All constraints are explicit and can be visualised in a task graph. This increases the predictability and reliability of CM applications.

Two applications have been written to test the scheduler and determine the administrations overhead.

The “oscilloscope” application consists of four task that draw horizontal lines on the screen. It displays when the tasks run and how they preempt each other.

The “jumping tea can” applications presents four video streams of a bouncing tea can. The stream consists of 25 frames of 256x256 pixels in 256 colours at a rate of 25 frames per second. One task computes the frame number and the position and a second task draws the picture. Four additional empty dummy tasks that are activated every 50 ms increase the workload of the scheduler.

The system is running on a MIPS 3000. Tests have run under DCIP, BDIP and under DCIP&PA. Combination of multiple task types has not yet been tested. Each invocation requires two task switches (call and return). An empty invocation (two task switches) is timed 3-4 \(\mu\)s. The average computational load of the tasks was 90.31%.

The overhead is 0.42% with DCIP, 0.45% with BDIP, and 0.71% with DCIP&PA. The overhead of BDIP is relatively small because the small average length of the ready queue (including the running invocation) is 1-2 invocations.

---

\(^8\) Determination of resource ceilings is done offline.
7 Conclusions

We have proposed a class of Soft Real Time (SRT) scheduling techniques with properties that are powerful enough to be used for a general purpose Real Time kernel. By experiment we have shown that the used techniques are particularly appropriate for continuous media where SRT flexibility, fairness and responsiveness are as worthwhile as a statistical guarantee for schedulability.

All offered scheduling policies (1) decrease the priority inversion time according to the best knowledge of the scheduler and (2) avoid transitive waiting for resources and consequently deadlock.

We presented four scheduling policies, of which the basic ingredients are: (1) Real Time Transactions, (2) The Earliest Deadline First rule (3) Deadline Inheritance and (4) Pre-announcements. With these ingredients we are able to build a flexible scheduler offering a wide variety of scheduling services. The basic services offered are (1) Basic Deadline Inheritance Protocol and (2) Deadline Ceiling Inheritance Protocol. The first one offers a high - and the second one a moderate quality of service. A task can, as a service requester, give additional pre-announcement information to the scheduler. The scheduler can use this information to further refine the delivered quality of service for both protocols. It is possible to integrate the services in the kernel such that each task can request any protocol of choice.

HRT schedulability guarantees are beyond the scope of this paper. However we state that the proposed SRT policies can easily be integrated in an environment that can support HRT guarantees. The basic idea is to apply SRT policies, to resources left after satisfying HRT guarantees, without affecting the latter ones.

Experiments with a first prototype have shown that the scheduling overhead is low. This low overhead is due to the orthogonality of the ingredients which enable a systematic implementation. Among others, mutual exclusion is guaranteed by the aforementioned ingredients (1) to (3). No additional synchronisation primitives are needed.

Measurements have shown that the scheduling overhead is less then one (1) percent for all multimedia applications. This is really a low price for the offered services.
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