Automatic detection of children’s engagement using non-verbal features and ordinal learning
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Abstract

In collaborative play, young children can exhibit different types of engagement. Some children are engaged with other children in the play activity while others are just looking. In this study, we investigated methods to automatically detect the children’s levels of engagement in play settings using non-verbal vocal features. Rather than labelling the level of engagement in an absolute manner, as has frequently been done in previous related studies, we designed an annotation scheme that takes the order of children’s engagement levels into account. Taking full advantage of the ordinal annotations, we explored the use of SVM-based ordinal learning, i.e. ordinal regression and ranking, and compared these to a rule-based ranking and a classification method. We found promising performances for the ordinal methods. Particularly, the ranking method demonstrated the most robust performance against the large variation of children and their interactions.

Index Terms: children, engagement, ranking, non-verbal

1. Introduction

As a result of emerging studies on social signal processing, it has become feasible to develop social robots facilitating social interaction between people (e.g. collaboration and engagement) [1, 2], in particular, between children [3, 4]. In small group play setting, it was observed that children exhibit different levels and types of involvement, i.e. engagement [5, 6, 7]. In order to develop a social robot that interacts with groups of children and that can anticipate to a child’s level of engagement, we aim to study ways to automatically detect a child’s level of engagement in small group play settings.

Modelling of children’s social behaviours such as engagement and dominance has been extensively studied in the field of Human Robot Interaction (HRI) [4, 8] but their detection methods relied on hand-coded features. More importantly, in many studies, the cues or status of the child are not considered with respect to the other group participants but rather individually, despite the observation that group participants adjust their behaviours to each other [9, 10].

In this paper, we aim to develop the automatic detection of engagement in groups of children in playful settings which has remained unexplored so far. In contrast to previous related studies, we argue that it is necessary to model a child’s level of engagement relatively with respect to the other children in the group. We propose an annotation scheme that takes “relative levels” into account and that can be used in ordinal learning methods. In addition, our feature extraction focuses on vocalic non-verbal cues, which are strongly associated with social behaviours e.g. engagement and dominance [11, 12, 13]. Lastly, our method is based on a fine resolution to capture temporal dynamics of engagement [10].

This paper is structured as follows. In section 2, related works are presented. We explain our audiovisual corpus and annotation scheme in section 3. We define our method and features in section 4. In section 5, results of experiments are presented, and conclusions are addressed in section 6.

2. Related Work

Automatic analysis of children’s individual (e.g., [14]) and group behaviours have been studied before [4, 3], but these studies are limited to the detection of engagement and often rely on manual annotations. In addition, many of the related works [4, 8] addressed classification of absolute engagement or dominance qualifications such as “high” and “low” and did not take the behaviours of the other group members into account. However, it is known that social behaviours largely rely on participants and specific interactions or situations [9]. For instance, [10] found variability of temporal engagement depending on the group. We believe that engagement models should be able to express relative differences at specific moments and identify individuals who are more or less engaged with respect to the other members at certain moments in time. The annotation scheme and learning methods adopted in our current study reflect these properties and will be elaborated on in the following sections.
3. Data

3.1. Corpus of groups of children in a playful setting

For our analyses, we used a corpus containing audiovisual recordings of groups of children playing with each other [13]. In this corpus, a 3D puzzle playful activity was used to facilitate children’s spontaneous social behaviours. Using cube blocks, we asked children to build given shapes of animals together. Dutch children aged 5 - 8 (6.95 ± .95) were recruited from a primary school. They were first clustered according to age and then assigned randomly to a group of three for each session. Eight out of ten sessions were considered in our analyses (two sessions were discarded due to technical malfunctions of recording). More details about this corpus can be found in [13].

3.2. Annotation

In our task, we employed the concept of engagement incorporating with verbal and non-verbal behaviours supporting the perception of connection between participants [3]. In our task, different levels of engagement are identified by observing verbal and non-verbal exchanges of attention among a group of children. During pilot coding sessions, we provided two coders with only the description of engagement and videos. The coders were asked to label levels of engagement in an absolute manner, i.e. {low, medium, high}, it became clear that annotators had difficulty in labelling these classes, resulting in poor inter-rater agreement (kappa) between two coders (.57). Hence, we devised an annotation scheme in consideration of the relative levels of engagement children exhibit using the following ordinal descriptions (from low to high level of engagement):

1 giving relatively less attention to others and getting relatively less attention from others.

2a giving relatively less attention to others but getting attention from others.

2b giving attention to others but getting relatively less attention from others.

3 giving attention to others and getting attention from others.

In this way, children in a group can be ordered from a low to a high level of engagement. For our analyses, the classes: {2a} and {2b} were equally ranked (in level of engagement) and merged into one class {2}. Moreover, if any differences could not be observed among the three children, ties were allowed (e.g. {1, 1, 1}; {3, 3, 3}). In order to annotate all the recordings, a proper size for an annotation segment needed to be determined. In previous work [4, 15, 12], segments of between 0.5s and 5min long were used to predict engagement, roles, and dominance.

![Figure 1: Proportions of segments that each child is ranked as the one with highest level of engagement. Green=child with largest proportion, red=child with 2nd largest proportion, blue=child with 3rd largest proportion.](image)

Through several pilot coding sessions, we concluded on an empirical basis that 5s-long segments were suitable for the annotators to observe various levels of engagement. Again, without having access to any individual speech recordings, only the videos and descriptions were given to two annotators to code each child for level every 5s using ELAN [16]. This labelling resulted in a total of 1571 segments and the average inter-rater agreement was 0.82 (kappa). Finally, 1171 segments agreed upon by all annotators were used in subsequent analyses.

Results of the annotations show, as expected, that each group of children displays different patterns of engagement, see Fig. 1. We can observe that different groups of children indeed display different behaviours of engagement which warrants our motivation to model children’s behaviours with respect to others in a group.

4. Method

4.1. Approach

The detection of ordinal engagement levels can be formulated as classification, ordinal regression and ranking tasks. While classification does not take orders into account, “ordinal regression” and “ranking” assign classes in orders. More specifically, “ordinal regression” assigns samples into ordinal intervals and predicts values of ordinal categories while “ranking” predicts orders between instances [17]. One of simple forms of ranking is rule-based ranking. Although one of participants in a group might be less active in engagement than the others even if the level of speaking activity is high [18], the high level of speech activity could be still one of indicators of engagement [19]. Based on this, a rule-based ranking
will be our baseline BASE. On the other hand, we utilise SVM-based learning methods which are widely applied to automatic detection of social behaviour [20]. In particular, SVM ranking was successfully adopted in various fields e.g. document retrieval and speech emotion recognition [21, 22]. In summary, we will compare different methods: rule-based ranking (BASE), SVM classification (CLASSIFY), and SVM-based ordinal methods: ordinal regression (REG) and ranking (RANK). Particularly, SVM ranking compares only instances in certain restrictions, which might be effective for our tasks where children are compared at every segment not in an entire session. We assume that SVM ranking will result in the best performance among all methods mainly due to this property. To give more understanding, we explain SVM ranking in the following section.

4.2. SVM ranking

In order to learn an order of engagement between children, we compare only feature vectors of two children in the same constraint, \( q \), which is the period of time in our corpus. Let us denote feature vectors of two children: \( (x_i, x_j) \) where \( i \) and \( j \) are indices of each child. Note that pairwise feature vectors \( (x_i - x_j) \) are generated only in the same period. In other words, SVM ranking does not compare features with different periods. Next, learning ranks can be designed as finding a function \( f \) that generalises beyond the instances for query \( k \) as follows:

\[
(x_i, x_j) \in f \leftrightarrow w^T \Phi(q_k, x_i) > w^T \Phi(q_k, x_j)
\]

where \( w \) is a weight vector learned by training and \( \Phi \) is a kernel function. Finding \( f \) is equivalent to finding \( w \) that maximizes the number of the following inequalities:

\[
\forall(x_i, x_j) \in r_1 : w^T \Phi(q_i, x_i) > w^T \Phi(q_j, x_j)
\]

\[
\forall(x_i, x_j) \in r_n : w^T \Phi(q_n, x_i) > w^T \Phi(q_n, x_j)
\]

where \( n \) is the total number of queries and \( r \) is the rank of the corresponding query. Then, we can approximate this generalisation by introducing slack variables \( \xi_{i,j,k} \) and minimising the upper bound \( \sum \xi_{i,j,k} \). Finally, we can transform it to classification on pairwise difference vector \( \Phi(q_k, x_i) - \Phi(q_k, x_j) \), so the optimisation becomes equivalent to:

\[
\rightarrow w \left( \Phi(q_k, x_i) - \Phi(q_k, x_j) \right) \geq 1 - \xi_{i,j,k}
\]

In order to rank children using the trained model, we simply sort children by their scores i.e. output of function \( f \).

4.3. Features

Data representation is often considered a key for successful machine learning applications [23]. In this paper, we use non-verbal vocal features and acoustic features based on previous works [11, 12, 13]. We carefully selected our features and categorised them into individual non-verbal, relational non-verbal, and acoustic features as summarised in Table 1.

All of these features are extracted from every 5s-long segment using each child’s voice stream [13]. First of all, we extract each child’s speech segment using voice activity detection from each voice stream. Then, in order to correct errors caused by noise and channel-inferences, we applied iterative automatic speaker identification and manual correction. In a similar ways as [24], we used MFCC features and Gaussian-Mixture-Model (GMM) to detect segments of different speakers. Next, all non-verbal features and other acoustic features are extracted on the segments. For acoustic features, we select F0, energy, HNR, ZCR, jitter, and shimmer and their \( \Delta, \Delta \Delta \) by using openSMILE [25] as a representative set to classify social behaviours [20]. Then, statistical functions and normalisation are applied. For individual and relational features, mean-duration, standard-deviation (SD) of duration, total-duration, and total-count are applied. For acoustic features, we simply obtained mean and SD values of the features. Lastly, all values are scaled into the range \( \{0.0 - 1.0\} \) over the entire corpus. All features are combined at feature-level. Although a more in-depth analysis and comparison of features would be interesting, we consider this out of scope for the current paper and leave this for future work.

Note that SVM ranking requires multiple feature vectors to predict an order of their instances. Therefore, it has feature constraints to compare instances within the same group. As mentioned previously, the constraint is period of time, i.e. the segment index representing “given moments” in the range of \([0, \text{the total number of segments for each child}]\). Therefore, it generates pairwise feature vectors at every segment.

5. Experiments and Results

5.1. Setup

In this section, we present results from our experiments by using rule-based ranking (BASE) [12], SVM classification (CLASSIFY), SVM ordinal regression (REG),

<table>
<thead>
<tr>
<th>Category</th>
<th>Features</th>
<th>Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>individual (8)</td>
<td>speech (4), self-silence (4)</td>
<td>mean-duration, SD-duration</td>
</tr>
<tr>
<td>relational (20)</td>
<td>speaker change (4), successful interruptions (4), unsuccessful interruptions (4), overlaps (4)</td>
<td>total-duration, total-count</td>
</tr>
<tr>
<td>acoustic (36)</td>
<td>F0 (6), energy (6), ZCR (6), HNR (6), jitter (6), shimmer (6)</td>
<td>mean SD</td>
</tr>
</tbody>
</table>

Table 1: Feature sets (number of features by functions) for each child
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</table>

In this paper, we use non-verbal vocal features and acoustic features based on previous works [11, 12, 13]. We carefully selected our features and categorised them into individual non-verbal, relational non-verbal, and acoustic features as summarised in Table 1.
and SVM ranking (RANK). Based on [19], we composed a rule that more speech features (e.g. speech, speaker-changes, and overlaps) indicates a higher level of engagement for BASE. For reproduction purposes, we used the implementation of libsvm and their extensions [26, 27]. Parameters of each model were tuned by a grid search for the optimal performances. For the evaluation, we used the normalised tau distance, which is one of the evaluation methods for detection of ordinal categories [28]. If we calculate it for two different lists (e.g. $X_1$ and $X_2$), it is defined as follows:

$$K(X_1, X_2) = \frac{D}{N(N - 1)/2}$$

(4)

where $D$ is the total number of discordant or swapped pairs and $N$ is the total number of elements in a list. If all orders are wrong, then it becomes 1.0 while it indicates 0.0 for all correct orders. Since neither REG nor RANK predicts “ties”, we do not evaluate “ties” in the current study. In order to test the statistical significance of differences between the methods, we employed a paired corrected t-test [29] (p-values are separately provided with the results). For validating robustness of each method, we conducted two types of experiments: session-independent and session-dependent experiments.

In session-independent experiments, we look into the overall performances of each method using Leave-One-Session-Out-Cross-Validation, resulting in session-independent models (SI). In each fold, one session is used for validation and all other sessions are used for training. Since we have 3 children’s samples per segment, a total of 3571 samples were used and the average number of test samples is 438 and that of training is 3072.

In session-dependent experiments, we study the effectiveness of session-dependent models (SD) and their intra-session variations. As a large intra-session variation of engagement was reported in [10], we expect each child to present large intra-session variation of the levels and cues. To validate the robustness of each method, we randomly ordered our data and applied 10 fold cross-validation for each session (totalling 10 x 8 = 80 experiments for each method). Note that BASE does not distinguish SD from SI since it does not use any statistical learning.

5.2. Results and discussion

First of all, we examined the overall performances (average over sessions) of the methods. Fig. 2 summarises all results of the session-independent models (SI) and session-dependent models (SD). RANK and REG outperformed BASE and CLASSIFY significantly ($p < .0001$) while CLASSIFY performed worse than BASE. The main reason of the low performance of CLASSIFY is that it does not model differences between instances at a given condition or moment.

Moreover, RANK reduced the error rate of BASE by nearly 14%. As BASE did not show any promising performance, the rule assuming more speech activity higher engagement turned out to be unreliable in engagement detection and supports the previous findings in [18]. Furthermore, RANK was slightly superior to REG ($p < .05$). We assume that it was mainly due to feature-constraints of RANK while REG does not have such a constraint. These findings support our assumption that models reflecting orders will be more suited for detection of engagement level in a relative manner.

In addition, if a model is robust against the variation of children, the performance of SI should be as good as that of SD. We can observe in Fig. 2 that SD slightly outperformed SI in only the case of CLASSIFY while SI outperformed SD in all other cases: REG and RANK. Since gaps of the performances between SD and SI are not statistically significant ($p < .1$), our findings are not conclusive. However, at least, SI of RANK showed the best performance among all and the robustness against the variation of sessions, and this is because it is able to capture characteristics of interactions at only given moments and generalise them into the model. In the following sections, we present results of session-independent and dependent experiments and investigate variations of performances of the methods in order to see the robustness.

5.2.1. Session-independent experiments

Fig. 3 shows the performances of each session separately in SI. First of all, we can observe that large variations over sessions exist regardless of the method. Particularly, CLASSIFY indicated the largest variation (.01) while it showed the worst performance. On the other hand, RANK showed the lowest variation (.002) compared to REG (.004). We found variability of performances depending on the session. For example, session
6 showed the best performance while session 5 showed the worst regardless of its method. However, SVM ranking modelling social behaviours as a group and considering relative differences resulted in the best performance compared to the individual classification methods mainly used in [4, 8].

5.2.2. Session dependent experiments

In this section, we discuss the performances of SD models and their distribution. Figure 4 contains box plots that describe the distribution of the performances. Note that each session has 10-fold cross-validation and we calculated variation of the performance in each session based on the 10 folds. RANK and REG seem to show narrower distributions of the performance compared to CLASSIFY: the average of intra-session variations are 0.0285, 0.0233, 0.0168, 0.0159 for BASE, CLASSIFY, REG, and RANK, respectively. In other words, RANK and REG achieved the most stable performance in each session. Furthermore, we found that each session (group) showed a different variation of performance in a similar as the SI models did. As studied in [10, 9], children might interact in variant ways at different period of time. In this sense, RANK was more robust against variant interactions compared to the other methods.

6. Conclusions

In this study, we explored automatic ordinal detection of engagement between three children in collaborative play settings using non-verbal vocal cues. We showed that levels of engagement can be characterised by differences between children and that children’s individual levels of engagement can be detected through ordinal learning methods. Using non-verbal vocal features, we compared rule-based ranking, SVM classification, SVM ordinal regression and SVM ranking methods. We found that SVM-based ordinal learning, ordinal regression and ranking, demonstrated promising results in comparison to the other methods studied. In particular, SVM ranking showed the best performance and the lowest inter and intra-session variation. In other words, SVM ranking was the most robust against variation of children and interactions at a given period of time. As future work, we will conduct more in-depth feature analyses and selection. Moreover, we will investigate how other aspects such as gender, personality traits, relation to other children, could be taken into account to advance our model.
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